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CHAPTER 1

Finite Dimensional Hamiltonian Systems

We start by recalling basic facts from classical mechanics. More details can
be found in many books on classical mechanics, see e.g. [LL89b, Arn89]. The
readers with a prior knowledge of classical mechanics can jump directly to Section
(1.12) or even to Chapter (2.1) while looking at previous sections when helpful.

1.1. Canonical Hamiltonian mechanics

Canonical Hamiltonian equations

dqj_aH
dt — 9p;’
(1.1) Pi
dpjiiaH 1 N
dt - aqj? ]7 70

are the system of the even number 2N (N is the positive integer) of ordinary
differential equations (ODE). That system is fully defined by the Hamiltonian H
which is the given smooth function H = H(p1,...,PN,q1,---qN,t) of independent
variables p := (p1...,pn), 4:=(q1-..,qn) and time ¢t. Here all components of p,
q and as well as H and t are real numbers R. The variables p and q are usually
called by the generalized momenta and coordinates, respectively. The set of all
possible values of p and q is called by a phase space P. The canonical Hamilton
equations together with the independent variables q and p and the phase space P
form the equations of the Hamiltonian mechanics. For the beginning we can assume
that P is the set in R, the vector space of 2N real numbers. Generally, the phase
space P is a smooth manifold of dimension 2N (see Appendix A.3 for the definition
of smooth manifold) and (g, p) are local coordinates in P.
A time dependence of H is given by

dH ~[.0H . 0OH| OH OH
(12) at ; [pﬂ op, U aqjl T T e
where we used the dynamic equations (1.1) for p; and ¢;. Here here and below we
use the notation f := Z—J; for any function f(¢). In most cases below we assume that
the Hamiltonian H does not depends on t explicitly (unless we explicitly specify
the opposite), i.e. %—Ig = 0. Then the Hamiltonian is the constant of motion as
follows from (1.2):

dH

(1.3) — =0

3



4 1. FINITE DIMENSIONAL HAMILTONIAN SYSTEMS

For the following particular form of the Hamiltonian

2

N
(1.4) H=3" 2pm +U(q)

we recover from (1.1) the Newton equations for the motion of the particles with
the coordinates q, the momenta p and the masses m; in the potential U(q):

pi = mig;, + = 1,...N, p = —g—g, where here and below we use the notation
o ._ (.o ) . . ST . . .
3q = (aq1 e TqN)' For N/D particles in D—dimensional space with coordi
nates ri,r,...,ry/p € RP we set q = (r1,r2,...,ry/p) € RY (masses m; are

split in that case in N/D groups). Each component of q and p can take the arbi-
trary real values so the phase space is RN x RY = R2¥_ In the equation (1.4), the
2

N
p
terms Z T

and U(q) are called by the kinetic energy and the potential energy,
respectlivlely. Thus the Newton equations of the potential motion of particles is the
particular case of the Hamiltonian mechanics with the Hamiltonian (1.4) and the
phase space is RV provided U(q) is the smooth function of q.

The system of harmonic oscillators is one of the simplest nontrivial example of
the Hamiltonian (1.4) with the quadratic potential

2

N ‘W
(1.5) Ula) =) —5a’

j=1

Together with (1.4) it gives the harmonic oscillator Hamiltonian

N 2 2
pj miwy o

which is quadratic both in q and p. Then the dynamic equations (1.1) turns into
the system of linear ODEs with constant coefficients which are decoupled for each

pair of canonical variables (pj,q;), 5 = 1,...,N. The general solution of that
system is
wn p; = mjwja;cos (w;t + ¢;),
’ g; = a;sin(wjt+¢;), j=1,...,N,
where a = (ay,...,an) and ¢ = (¢1,...,n) are 2N arbitrary real constants.

These constants are uniquely determined by the initial value problem p(ty) = po
and q(to) = qp for the system (1.1) and (1.6).

One of the simplest example of the Hamiltonian system with the nontrivial
phase space is an ideal planar pendulum which is the points mass m in the grav-
itational field ¢ attached by a rigid rod of zero mass and length L to the point O
such that it can rotate freely at any angle around O as shown in Figure 1. It is
convenient to define the generalized coordinate 6 as the angle of rotation in coun-
terclockwise direction with respect to the negative direction of the vertical axis as
shown in Figure 1. The Hamiltonian is the sum of the kinetic energy %L292 and
the potential energy —mglL cosf giving

2
(1.8) H = 2pL2 —mglL cosb,
m




1.2. POISSON BRACKET AND ACTION-ANGLE VARIABLES 5

FI1GURE 1. A schematic of planar pendulum of the length L and
mass m. ¢ is the acceleration of gravity and 6 is the angle with
respect to the negative (downward) direction of the vertical axis.

where we defined the canonical momentum as p = mL29, where 0 := ‘é—f. Equations
(1.1) and (1.8) can be solved in elliptic functions. The qualitative behaviour of
the system can be however extracted from the conservation of the Hamiltonian H:
if H < mgL then even for p = 0 the angle cannot reach the value § = +7 and
the pendulum oscillates nether passing through the vertical position 8 = +m; if
H > mgL then the pendulum rotates nonstop either clockwise of counterclockwise
depending on the sign the initial angular velocity 6],—o. Values of |p(t)| can be
arbitrary large (depending on initial conditions) while 6 spans between —7 and 7
because of the periodicity in #. Thus the phase space of the planar pendulum is
the cylinder [—7,7) x R.

1.2. Poisson bracket and action-angle variables

It is often convenient to formulate the Hamiltonian equations (1.1) through
a Poisson bracket. Consider the functions F(p,q) and G(p,q) assumed to be
infinitely differentiable in both arguments. The Poisson bracket {.,.} in canonical
variables p and q is defined in the phase space P as

N
OF 0G  OF 0G
19 FG) = <_)
(L9) (F,G) j§:13 9, 0p;  Op; 0,
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The Hamiltonian equations (1.1) can be equivalently expressed through the
Poisson brackets between p, q and the Hamiltonian H as follows

d

— = {a.H},
(1.10) ip

dt ={p,H}.

Using the definition (1.9) we immediately obtain that {q, H} = %—g and {p,H} =
—%—g thus recovering (1.1) from (4.85).
It follows from the definition (1.9) that the Poisson bracket is antisymmetric

(1.11) {F,G} = —{G, F}
and satisfies a Jacobi identity
(1.12) {F,{G,H}} +{G,{H,F}} +{H,{F,G}} =0

for any infinitely differentiable functions F(p,q), G(p,q) and H(p, q).
Time-derivative of any function F(p,q) with p(¢) and q(t) being the solution
of (1.1) is conveniently represented through the Poisson bracket as follows
dF OF OF OH OF OH OF

1.13 Eop g = (R HY)

( ) dt P 8p+q dq Jp 8p+8q dq { }
Here and below f := % for any f. A function F(p, q) is called a constant of motion
(also called by integral of motion) if F is constant along the solution of (1.1), i.e.
dF

& = 0, which implies by equation (1.13) that

(1.14) {F,H} =0.

Two functions F' and G are called to be in involution if {F,G} = 0. Thus
(1.14) implies that any constant of motion is in involution with the Hamiltonian. If
there are N functionally independent integrals of motion Fj, j =1,..., N, which
are all involution, i.e. {F;, F;} = 0 for any 4,5 = 1,..., N then the Hamiltonian
system is called Liouville integrable (also called by completely integrable system in
Liouville sense). Here by functional independence of F; we mean that a set of 2.V-
dimensional gradients (Vp,Vq)Fj, j =1,..., N spans an N-dimensional subspace
of phase space almost everywhere except on sets of zero measure. In other words,
vectors (Vp, Vq)Fj, j =1,..., N are linearly independent almost everywhere in the
phase space. Liouville-Arnold theorem [Arn89] proves for any Liouville integrable
system that if the level set My = {(p,q) : F; = f;, f; € R,j =1,...,N,} is
compact then it is diffeomorphic (can be transformed into by a smooth invertible
transformation) to N-dimensional torus T = {¢1,...,¢n}, where ¢; € R modulo
2.

Liouville-Arnold theorem also proves that exists a neighborhood of My € P
where it is possible to find action-angle variables (I, ¢) such that

a _
dt

d¢ _
= = ViH (D) := w(D).

07
(1.15)
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Here we define the action coordinate I € RY and the angle coordinate ¢ € TV in
such a way that the Hamiltonian depends only on the action

(1.16) H=H)

but not on ¢. The action is respectively the function of F = (F1,...,F;): I=I(F).
Equations (1.15) are simple to integrate which gives

I(t) = I(0) = const,

o(t) = ¢(0) + w(I)t.

Thus the solution of Liouville integrable system is quasiperiodic with the rotation

of each angular coordinate ¢; at the angular frequency w;, j =1,...,N.

For N = 1 any Hamiltonian system (1.1) is Lioville integrable because we use
the Hamiltonian as the integral of motion H = Fj. E.g., for the harmonic oscillator

I = H, where H = % + —m‘2*’2q2.

(1.17)

Problems 1.2

1.2.1 Show that the Jacobi identity (4.86) follows from the definition (1.9) of the
Poisson bracket.

1.3. Canonical transformations and generating functions

The differential equations (1.15) in action-angle variables (I, ¢) is the particular
case of the Hamiltonian equations (1.1) with I being the generalized momentum
and ¢ being the generalized coordinate. Thus the change of variables from the
original variables (p,q) into action-angle variables save the general form (1.1) of
the Hamiltonian equations. In this Section we study the general transformation
of the Hamiltonian equations from the original variables (p,q) into new variables
variables (P, Q) such that

dQ; OH
dt  OP;’
(1.18) dP ajﬁ
—L_—_— j=1...N
a ~0Q;

with P € RY and Q € R¥ being the new generalized momentum and generalized
coordinate, respectively. Here H(P, Q,t) is the Hamiltonian in new variables. For
generality in this section we allow the explicit time dependence of the Hamiltonian:
H(p,q,t).

We start by deriving the Hamiltonian equations (1.1) from the principle of least
action (or more accurately is sometimes called by the principle of stationary action
as well as it is known as the Hamilton’s principle) for the action S defined as the
integral

to

(1.19) 5= [ Ip(0)- a) - H (ple).a(0). 1)

t1
between two fixed times ¢; and to. The functional S here is understood as the line
integral along a curve in 2N + I-dimensional real vector space (p,q,t) € R2V+L
The principle of the least action states that the motion of the system between the
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specified points q; := q(¢1) and q2 := q(t2) is determined by the the stationary
value (extremum) of the action S. Assume that the functions p(¢) and q(t) realize
such stationary value. Then it means that the replacement of p(¢) and q(t) in
(1.46) by their independent infinitesimal variations in the form p(t) + ép(¢) and
q(t) + dq(t) with fixed generalized coordinates at initial and finite times,

(1.20) dq(t1) = oq(tz) =0,

do not change the value of S in the linear order of both dp(t) and dq(t). It is assumed
here that p(t), q(t), dp(t) and dq(t) are smooth functions at t; <t < ¢ to ensure
the differentiability of S. One can assume for example, that these functions are
infinitely differentiable. The variation of S is given by

to
6S=/[<p+6p>-<q+aq>—H<p+6p,q+6q7t>]dt
t1

t2 to

) ) . OH oOH
*/[p~qu(q,p,t)]dt:/ op-q+p-0q— ——-0q— -—-0p|dt
0q Jp
t1 ty

(1.21) + h.ot.,

where h.o.t. means the higher order terms (quadratic and above) in dq and 0p.
Below unless otherwise specified, we neglect h.o.t. in 5, i.e. by 45 we assume the
first variation (only linear in dq and dp contributions). Also the scalar products
% -0q = Zjvzl g—géqj and similar expressions are implied here and below. The
assumption of the stationary value of S on p(t) and q(¢) implies that 65 = 0. Then

integrating (1.48) by part for the term with d¢q = %q we obtain that

to ta
_ oH oH
1.22 =p-dq/i=h / 4— 21 ). / p- ). —0.
(1.22) 08 =p-dq|_; + (q 3p) Spdt + p a oqdt =0

1 1

Taking into account the condition (1.20) we conclude that the integral in (1.49) van-
ishes for any independent variations dp and dq. It means that the expressions in
brackets at each integrand in (1.22) also vanish resulting in the Hamiltonian equa-
tions (1.1). Thus the Hamiltonian mechanics can be considered as the formulation
of the classical mechanics using the principle of least action.

We note that the above derivation of the Hamiltonian equations (1.1) from the
variation of S needs that the motion of the mechanical system to be the stationary
value of S but does not actually require S to be the minimum. In most cases
however, for short pieces of the mechanical system trajectories, S is the minimum.
It justifies the historical use of the principle of least action terminology. Although
more accurately it should be called by the principle of stationary action. Later
in the book we additionally discuss the variational principle by introducing the
Lagrangian in Section 1.7.

Now we return to the transformation between variables (p,q) which satisfy
(1.1) and (P, Q) which follows (1.18). Because of (1.18), new variables must also
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satisfy the Hamilton’s principle 65 = 0 with
to

(1.23) S:/[P-Q—ﬁ(P,Q,t)} dt,

ty
Both 6§ = 0 with (1.19) and 6S = 0 (1.23) are simultaneously satisfied if the
integrands of (1.19) and 65 = 0 (1.23) are different by the total time derivative of
any smooth function F' as follows

(1.24) p-q—H=P-Q-H+F

because the difference in S and S is reduced to the constant term F|§zfgf which
vanishes under variation®.
We consider the transformation

(1.25) P=P(p,q,t) and Q= Q(p,q,t)

from the old variables (p,q) to the new variables (P, Q), were p,q, P and Q € RV
The transformation (1.25) is called the canonical transformation if both (1.1) and
(1.18) are simultaneously satisfied and there exists a function F' such that (1.24) is
valid. We define F' in one of four possible forms as follows:

(1.26a) F= Fl( Q.1),

(1.26b) R(P.qt)—P-Q,

(1.26¢) F= F3(P Qt)+p-a,

(1.26d) F=Fyp,P,t)+p-q—P-Q.

Each function Fj, j = 1,...,4 is called the generating function of the canonical

transformation. We call these generating functions as type 1, 2, 3 and 4, respec-
tively. Thus the equations (1.26a)-(1.26d) allow the generating function to be the
function of any pair of the old and new canonical variables and time. Four different
types of canonical transformations are obtained from these four forms of the gen-
erating function. Taking the first form F = Fy from (1.26a) and substituting the
total time derivative of Fy into (1.24) by F result in

. . ~ . 6F1 ory, .  0F
(127) p-q—-H=P.-Q-H+F=P-Q—H+ aq +6Q Q+ ETIR
We assume the the old coordinate q and the new coordinate Q are separately inde-
pendent. Then the equation (1.27) is identically valid if the expressions multiplying
both q and Q are both identically zero as well as the sum of the remaining terms
is zero which give the expressions for the old and new generalized momenta as well
as the relation between the old and new Hamiltonians as

oF oF, ~ oFy

(1.28) p= 9q P= 7Q’ H=H+ %

We can define the transformation (p,q) — (P, Q) from (1.28) as follows. The
first equation in (1.28) defines p as the function of q, Q and ¢t. We assume that
this function can be inverted to give Q as the function of p, q and ¢, thus giving
the second part of the transformation (1.25). Then Q(p,q,t) can be substituted

LIf we replace (1.24) with a more general expression p-q— H = A(P - Q-H+ F)7 where
A is the arbitrary real constant, then we obtain the extended canonical transformation , see e.g.
Refs. 777 for more discussion of such transformations.
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into the second equation in (1.28) resulting in P(p,q,t), i.e. the first part of the
transformation (1.25). After that using the inverse of the transformation (1.25) in
the third equation in (1.28) we immediately the new Hamiltonian H in terms of
the the new canonical variables (P, Q).

In a similar way, taking F from (1.26b),(1.26¢) and (1.26d), respectively, and
substituting the total time derivative of F' of into (1.24) result in

_ OF, _0Fy OF,
(1.290) - N

_ OF _OFy o OF;
(1.29D) A= P=oga. H=HE

_ 0Fy _O0Fy OF,
(1.29¢) Q——%a Q= P’ H=H+ T

The last expression in each of the equations (1.28), (1.29a), (1.29b) and (1.29¢)
give the formula for the new Hamiltonian H in terms of the new canonical variables
(P, Q). We also note from these equations that if the generating function F does
not depend on ¢ explicitly then H = H. In that case to obtain the new Hamiltonian
H it is sufficient to express p and q in the old Hamiltonian H through the new
variables P and Q.

The canonical transform does not have to be precisely one of four types (1.26a).
Instead it could be a mixture of all four types. As a simple example consider the
generating function of the mixed type

(1.30) Fip®, QW P® ¢?),

where p = (p1,...pn,), QM = (Q1,...QnN,), P® = (Py,41,... Py) and q@ =
(gny+1,---PN), L < N3 < N —1, i.e. it is of the type 3 for first N; components of
the canonical momenta and coordinates and it is of the type 2 for the other N — Ny
components with F' in the equation (1.24) given by

(1.31) F=F@p" QW P® q%)+pW.qV) —P®.Q®.

The distinction between canonical coordinates and canonical momenta is es-
sentially lost under the canonical transformation. This can be seen if we perform
a simple canonical transformation P = —q and Q = p which interchanges the
canonical coordinates and canonical momenta. That canonical transformation is
of the type 1 with F = F; = q- Q. It suggest to call canonical coordinates and
canonical momenta as canonically conjugated quantities.

A generating function can be found for any canonical transformation. Thus it
provides a full description of all canonical transformations.

1.4. Canonical transformations and symplectic matrix

Another way to look at the canonical transformation (1.25) is to directly make
sure that (1.18) holds provided (1.1) is true without using of the generating function.
We define vectors

(132) X = (q7p>:(qla"'qu7p17"'apN)

and

(133) i::(va):(Qla"'aQN7P15"'7PN)
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for old and new canonical variables, respectively. We also introduce an antisym-
metric matrix in block matrix form

(1.34) J:= ( 7(}N Ié\’ )

where Iy is N x N identity matrix. Then the Hamiltonian equations (1.1) can be
written in the matrix form

(1.35) x=J %

where x is viewed as the column vector.

Assume for now that the transformation (1.25) does not depend explicitly on
t,i.e. P=P(p,q) and Q = Q(p, q). Inverting that transformation we obtain that
p = p(P,Q) and q = q(P, Q). Plugging that inverted transformation into (1.35)
and using chain rule of the differentiation results in

. oOH
z_ T
(1.36) x=MJM 5%
where
0z;
1. M;: =
(1.37) j Bz

is the Jacobian matrix for the transformation (1.25) and H = H.
Comparing (1.36) with the canonical Hamiltonian equations (1.18) allows to
conclude that the canonicity of transformation (1.25) requires that

(1.38) MIMT =7J

which is called a symplectic condition for the canonical transformation. The matrix
M satisfying the condition (1.25) is called a symplectic matriz. The same symplectic
condition is valid for the general canonical transformation (1.25) with the explicit
dependence on time.

If the condition (1.38) is not satisfied then the Hamiltonian equations (1.36)
takes the general noncanonical form

. =0H
1. x =J
(1.39) x=J-=
where J(%) is the skew-symmetic nonsingular (det(J) # 0) matrix,
(1.40) JT=-3

which is still called the symplectic matrix.

A theorem attributed to Darboux Ref??? states that locally (in the small
enough neighourhood of each point of the phase space X) the general skew-symmeric
matrix J(X) can be transformed into the canonical form (1.34).

1.5. Canonical transformation through Poisson bracket

The Poisson bracket is invariant with respect to the canonical transformation,
i.e. the Poisson bracket is canonical invariant. To show that we define the Poisson
bracket with respect to the canonical variables Q and P as follows

N
OF 0G  OF 0G
1.41 {F,Glqp = (—)
(141) ar =2 dQ; 0P;  OP; 0Q;

Jj=1
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Then (1.9) defines {F,G}qp. Substitution (1.25) together with the condition of
canonicity of transformation (1.1) and (1.18) result in

(1.42) {Fv G}Q»P = {Fv G}Q»P'

Thus the Poisson bracket does not change under the canonical transformation and
below we use {-,-} for Poisson bracket over any set of canonical Hamiltonian vari-
ables omitting subscripts unless necessary to specify over which the canonical vari-
ables the Poisson bracket is considered.

Using (1.9) and for {-, -}q,p we obtain that

{Q;,Qy} ={P;, Py} =0,
{Qj,Pj’} =0j 4, 4,77 =1,...,N,

where §; ; is the Kronecker delta function: ¢;, = 0 for j # j' and §;,; = 1.
Taking into account (1.42) we conclude that (1.43) is valid for any canonically
transformed variables. Stronger statement is also valid that (1.43) are the necessary
and sufficient condition for the transformation (1.25) to be canonical.

(1.43)

Problems 1.5

1.5.1 Show by explicit computation that the expression (1.42) is valid for the trans-
formation (1.25) if it satisfies the conditions of canonicity of transformation
(1.1) and (1.18).

1.6. Canonical transformation as the motion of the Hamiltonian system

Definition of the transformation through a symplectic condition (1.38) shows
that the canonical transformation can be defined independent of the particular
form of the Hamiltonian. We can choose another Hamiltonian X (P, Q,t) with the
Hamiltonian equations

dQ; 0X
dr ~— oP;’

(1.44) WP OX
e R
dr 0Q;"

for the new time 7. Solving (1.44) for the initial conditions Q|;—¢ = q and P|.—¢ =
p results in the canonical transformations (1.25) for each value of 7. This follows
immediately from the Hamilton’s principle that the variation of the action (1.19)
does not change under a translation (shift) of a time variable. A particular choice
H = X allows to conclude that the motion of the Hamiltonian system (1.1) itself
can be viewed as the canonical transformation.

1.7. Lagrangian mechanics

The canonical Hamiltonian system (1.1) has the equivalent form called by the
Lagrange equations (also sometimes called by the Euler-Lagrange equations or the
Lagrange equations of the second kind)

d (0L oL
1.4 — | = |- =
(1.45) dt <aq> oq 0
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which is the system of N second order (in time) ODEs. That system is fully defined
by the Lagrangian L which is the given function L = L(q,q,t) of independent
variables t, ¢ € RY and ¢ € RY (q is used as the second independent variable
in contrast to the Hamiltonian system (1.1), where p is the second independent
variable). The Lagrange equations together with the independent variables q and
q form the Lagrangian mechanics.

Similar to the Hamiltonian equations, the Lagrange equations follow from the
principle of least action (or more accurately as the principle of stationary action as
well as it is also called by the Hamilton’s principle) for the action S defined as

(1.46) S = /L(q(t),Q(t)J) di

between two fixed times t; and ts. The functional S here is understood as the
line integral along a curve in N + 1-dimensional real vector space (q,t) € RNVFL
The principle of the least action states that the motion of the system between the
specified points q; := q(t1) and q := q(t2) is determined by the the stationary
value (extremal) of the action S. Assume that the function q(t¢) realizes such sta-
tionary value. Then it means that the replacement q(¢) in (1.46) by its infinitesimal
variation in the form q(t) 4+ dq(t) satisfying

(147) 5(1(1‘51) = 5q(t2) =0

does not change the value of S in the linear order of dq(¢). It is assumed here
that both q(t) and dq(t) are smooth functions at 1 < ¢t < t3 to ensure the differ-
entiability of S. One can assume for example, that these functions are infinitely
differentiable. The variation of S is given by
to 2 ta
0S = /L(q+5q,q+5q,t)dt—/L(q,q,t)dt: / (61;5q+81?6q> dt
dq 9q

t1

t1 t1

(1.48) +h.o.t.

where h.o.t. means the higher order terms (quadratic and above) in dq and éq.
Below unless otherwise specified, we neglect h.o.t. in 4.5, i.e. by 4.5 we assume the
first variation (only linear in dq and d¢ contribution). Also the scalar products
g—fl&q = Z;V:1 g—(fjéqj and similar expressions are implied here and below. The as-
sumption of the stationary value of S on q(¢) implies that §S = 0. Then integrating

(1.48) by part for the term with dq = % we obtain that

to

t=t
2 oL d OL
— — —— ) 0qdt =0.
+/(6q dtaq) 4
t

t=ty
1

oL
1.4 =<
(1.49) 55 = 5404

Taking into account the condition (1.47) we conclude that the integral in (1.49)
vanishes for any dq. It means that the integrand in (1.49) also vanishes resulting in
the Lagrange equations (1.45). Thus the Lagrangian mechanics can be considered
as the reformulation of the classical mechanics using the principle of least action.
We note that the above derivation of the Lagrange equations (1.45) needs that
the motion of the mechanical system to be the stationary value of .S but does not
actually require S to be the minimum. In most cases however, for short pieces of
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the mechanical system trajectories, S is the minimum. It justifies the historical use
of the principle of least action terminology. Although more accurately it should be
called by the principle of stationary action.

1.8. Equivalence of the Lagrangian and Hamiltonian mechanics

We introduce the generalized momentum p in the Lagrangian mechanics as
follows

oL
1.50 = —.
(1.50) P= 74
Then the Lagrange equations (1.45) can be rewritten as the system of two sets of

equations

o5 OL

= 5

(1.51) oL
P=5g

We define the relation between the Hamiltonian H(p,q,t) and the Lagrangian
L(q,q,t) describing the same mechanical system as follows

The equation (1.52) together with (1.52) define the Légendre transform from the
independent variables p, q and ¢ to the independent variables q, q and t. The exact
differential dH of H is given by

o0H o0H OH

1. dH = —d —d ——dt
(1.53) op P T gt B
while the exact differential of the right-hand side (rhs) of (1.52) is given by
oL oL oL
d(pq— L) =pdq+qdp — —dq— -—dq — —dt
(pa— L) =pda+adp— 5 da—5edd— 5
oL
(1.54) = qdp — pdq — 5/ dt.

Here we used (1.52). Because rhs of (1.53) equals to rhs of (1.54), we immediately
recover the Hamilton equations (1.1) from the common terms of dp and dq. Thus
we started from the Lagrange equations (1.51) together with (1.52) and derived
the canonical Hamilton equations (1.1). It is straightforward to show that (1.1)
with (1.1) results in the Lagrange equations (1.51). It proves the equivalence of the
Lagrangian and the Hamiltonian mechanics. Also the terms with dt results in the
following relation
oOH oL
oo ot
In most cases below both H and L do not explicitly depend on ¢ meaning that
(1.55) is zero. Such systems are called autonomous.

For the motion of particles in the potential (1.4) we obtain from the Légendre
transform (1.52) expressing p through g that

(1.55)

N .2
m;iq;
(1.56) L=> :Tq — U(a).
=1
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Notice that the potential energy U enters with the opposite sign in comparison with
the Hamiltonian (1.4).

1.9. Holonomic constraints and the Lagrangian mechanics on manifolds

The analysis of numerous mechanical systems can be greatly simplified if we
consider ideal objects like rigid body. The planar pendulum considered in Section
1.1 is the example of such simplification with the ideal rigid massless rod attached
to the point mass. That system can be considered as the limit of the Newton
equations of the potential motion where the mass of the rod approaches zero while
its stiffness (represented by the potentials for its stretching, bending and twisting)
goes to infinity. That limit can be taken rigorously (see e.g. [Arn89]). Such type of
constrains are called by holonomic constraints. These constraints can also depend
on time t.

Consider the general system of IV, point masses in the D-dimensional real vector
space RP (usually D = 1,2,3) as in equation (1.4). The positions of these masses
are given by vectors ry,ro,...,rxg € RP, i.e. by a point in the real vector space
RN»D_ Applying N;, independent holonomic constraints we restrict the allowed
values of these coordinates to N,D — Nj-dimensional surface M in RMNeD . From
point of view of equation (1.4) it means that we take the limit of the potential U
to be infinitely large if the holonomic constraints are not satisfied. Assume that
N =N,D—Njandq:= (¢ ...,qn) is the set of generalized coordinates on M. The
dynamics of N, point masses with IV}, constraints is equivalent to the Lagrangian
mechanics for the generalized coordinates q on the surface M[Arn89).

A planar motion of a point mass (N, = 1 and D = 2) without constraint is
characterized by two coordinates (e.g. vertical and horizontal coordinates). The
planar pendulum considered in Section 1.1 has one holonomic constraint because
the rigid rod allows for the mass to move on the circle S* only. The position of the
point mass on that circle is fully characterized by a single generalized coordinate
q=20.

The surface M is called the configuration space of the Lagrange equations
(1.45). M is the N-dimensional differential manifold. It means that the small
neighborhood of each point of M is homeomorphic to the N-dimensional Eucledian
space EV as well as that M has a globally defined differential structure (see Appen-
dix A.3 for the detailed definition). The Eucledian space EV is the vector space R
together with the standard scalar product x-y = vazl x;y; for any x,y € RV, The
dimension N of the configuration space is called the number of degrees of freedom.

Below we often consider the dynamical systems with constraints which do not
have any simple mechanical analogies and do not allow easy derivation of the con-
straints from the unconstrained systems. However the notion of constraints remains
extremely helpful for many Hamiltonian systems.

Consider a smooth curve q(t) on the N-dimensional configuration space M
parameterized by a scalar ¢ € R. Then q(t) is the tangent vector to M. The
set of all tangent vectors at point q (can be obtained by parameterization of all
curves on M which pass through q) forms the N-dimensional vector space TMq
which is called the tangent space to M at the point q. If M is embedded into
the Eucledian space EVe (as in the case of N, point masses described above with
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N. = N,D) then TMy can be equivalently defined as the orthogonal comple-
ment to the set of vectors {Vfi1,Vfa,...,Vfn _n}. Here N. — N scalar func-
tions f1(x), f2(x),..., fnv.—~n(x), x € ENe define the configuration space M by
N. — N holonomic constraints fi(x) = 0, fa(x) = 0,..., fy.-n(x) = 0. These
constraints are assumed to be independent at M meaning that the set of vectors
{Vf1,Vfa,...,Vfn.—n} is linearly independent at each q € M.

The union of all tangent spaces T'Mgq for all q € M is called the tangent bundle
of M and is denoted by T'M. Each point of T'M consist of the point q € M and the
tangent vector £ to M at q. TM is 2N-dimensional differential manifold. Assume
that (£1,&2,...,&N) are the components of £ in the local coordinates (¢1, g2, ..., qn)
of M. Then (q1,q2,...,9n,&1,&2,...,&n) forms a local coordinate system in 7M.

For autonomous systems the Lagrangian L(q,q) on the manifold can be con-
sidered as the mapping from 7'M into R. Similarly, for nonautonomous systems the
Lagrangian L(q, q, t) is the mapping TM xR — R. The least action principle and all
equations of Section 1.45 are valid assuming that q(t) € M and (q(t),q(t)) € TM
thus defining the Lagrangian mechanics on manifolds.

Assume that x € EVe are the coordinates for the Newtonian equations of the
potential motion of point masses given by the equations (1.56) and (1.45). Consider
the coordinate transform

(1.57) x = g(q)

from the generalized coordinates q € RY to x, where N is the dimension of the

configuration space M. We choose the rank of the Jacobian matrix gZ’f to be N for
J

any q € M. By the time derivative of (1.57) we obtain the relation between the

velocities q and x in both coordinate systems as follows

) . 09
(1.58) @ = Zq. e

Jj=1

N, .
Then the kinetic energy 7' = Y mlTle is transformed into the quadratic form for

=1
¢ and the Lagrangian (1.56) takes the following form

N Ais(Q)dsds
(1.59) L=>" w —Ul(a),
Q=1
where
N
: dgr(a) 9gx(a)
1.60 A = m
( ) J ];1 k an aqj

are the elements of the symmetric N x N matrix A = AT (AT means the transposed
matrix of A). It follows from (1.60) and positivity of masses m; > 0, i =1,2,..., N,
that A positive-definite matrix (i.e. ¢TA¢ > 0 for any nonzero column vector
¢ € RY). We also abused a notation by setting U(q) = U(x).

We use the example (1.59) to define the kinetic energy of in the Lagrangian
mechanics as the general symmetric positive-definite quadratic form in q:

N ..
(1.61) T=3Y" %.

1,j=1
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The potential energy U is defined as the general function of q. The Lagrangian
equations have the natural form if L = T — U. Then the Lagrange equations take
the following form

N
(1.62) > Aij(Q)d; + other terms =0, i=1,2,,...,N,
j=1

where ”other terms” stands for the terms which depend of q and ¢ only but not
on higher derivatives of q over time. The symmetry the positive-definiteness of A
ensures its invertibility. It means that (1.62) is solvable for g which provides the
existence and the uniqueness of the solutions of the Cauchy problem for the natural
Lagrange equations.

More general non-natural Lagrange systems have a Lagrangian L which is a
general general function of q and q (and ¢ for nonautonomous systems). Then it
is generally impossible to separate the Lagrangian into the kinetic and potential
energy. The existence and the uniqueness of the solutions of the Cauchy problem

for such systems require that the matrix a?ian - to be nonsingular on M.
104;

1.10. Oscillations

Consider the equilibrium point qg € M of the Lagrangian system (1.45), i.e.
d|q=q, = 0. For the natural Lagrangian system (1.59),(1.45) it implies that qq is
the stationary point of U(q),

(1.63) aq

Consider the motion in the neighborhood of the equilibrium point qg. Assume
that both g —qg and ¢ are small and of the same order and expand the Lagrangian
(1.59) in the Taylor serious near q = qq and q = 0. Without loss of generality we
set qo = 0 (can be done by the translation of the generalized coordinates q) and
U(0) = 0 (addition of the arbitrary time-independent real number to U(q) does
not change the Lagrangian equations (1.45)). A first nontrivial contribution to the
Lagrangian (1.59) is quadratic in q and q as follows

q4=d0

_ 174147 vy 414)
(1.64) Ly = Z 9 Z T
i,j=1 3,j=1

where L = Ly + O(4%q) + O(q?),
(1.65) Agj == A;(0)
and

2
(1.66) Bij = o Ut

94:04;5 |4

are the constant symmetric N x N matrices A and B, respectively. We also used
(1.63) to remove linear in q terms.

The Lagrange equations (1.45) for the Lagrangian Lo results in the system of
N linear ODEs of the second order

(1.67) Ag = —Baq.
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The kinetic energy 7' = 1¢ - Aq and the potential energy U = 3q - Bq in the
Lagrangian Lo are the quadratic forms in independent variables q and q. The
kinetic energy is the positive-definite quadratic form because A is the positive-
definite matrix, as we found in Section 1.9.

Consider the quadratic forms q - Aq and q - Bq. According to the standard
theorem of linear algebra (see e.g. [Gan90]), these two quadratic forms, one of
which is positive-definite, can be simultaneously converted to the sum of squares
by a linear nonsingular transformation

(1.68) Q=Cq,

where C is the N x N matrix of the transformation and Q € RY. For the quadratic
form q - Aq we can use the same transformation

(1.69) Q=Cq,
which results in the expression for Ly in new variables Q and Q as follows
1 2
— Y4 _\.02

and the Lagrangian equations (1.67) turn into the the following decoupled system
of ODEs:

(1.71) Qi = —NiQ;.

Here A1, Ao, ... Ay are the eigenvalues of B with respect to A determined by the
characteristic equation

(1.72) det(B — AA) = 0.

Notice that the positive-definiteness of A ensures its the invertibility and allows
to rewrite (1.72) as the usual characteristic equation det(A~1B — AI) = 0 for the
matrix A~!B, where I is the identity matrix.

The quadratic Lagrangian (1.70) is in the form (1.56) which implies that the
Hamiltonian of that system is

N
1 2 2
(1.73) H2=§;(Pi +XQ7)
where the canonical momenta are
(1.74) P,=Q;, i=1,...,N.

Problems 1.10

1.10.0.1 Show that the transformation from q and p to Q and P defined by (1.64),
(1.69), (1.73) and (1.74) is the canonical transformation for the Hamilton-
ian equations (1.1) with the quadratic Hamiltonian (1.73).

The Hamiltonian (1.6) for the harmonic oscillator in physical variables is trans-
formed into (1.112) by the following trivial change of variables

(1.75) Q; =m'?q;, Pj=m=Y?p; j=1,...,N,
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which results in the Hamiltonian (1.73) with A\; = w7, j=1,...,N.

For positive eigenvalues A\; = wj? > 0 we recover from (1.71) a set of de-
coupled harmonic oscillators as in the equation (1.5) with the general solution
Q; = ajcos(wjt+ ¢;), similar to (1.7). Zero eigenvalues A; = 0 correspond to
the general solution (; = c; 1t + ¢j2, where c¢; and cy are the arbitrary real con-
stants. The general solution for the negative eigenvalues \; = —1/]2 < 0 is given
by Q; = ¢j1e7"i" + ¢y ;€¥i'. Using the transformation (1.69) we write the general

solution of the Lagrange equations (1.67) as follows

N N1+N;
a=>) ajcos(wit+p)a;+ Y (e +epe%) qy
j=1 j=N1+1
N
(176) + Z (Cj’lt + Cj}g) q;,
j=Ni1+Na+1

where q; is jth eigenvector of A~'B, Nj is the number of positive eigenvalues,
N is the number of negative eigenvalues and N — N7 — Ny is the number of zero
eigenvalues for A~!B with all eigenvalues counted according to their algebraic
multiplicity. Each term in (1.76) is the particular solution of (1.67) called by
a normal mode of (1.67). Notice that although some of \; can have algebraic
multiplicity more than one, their algebraic multiplicity is always equal to their
geometric multiplicity, i.e. eigenspace of all eigenvalues spans R™V. It immediately
follows from the simultaneous transformation by (1.69) of both quadratic forms
q-Aq and q - Bq to the sum of squares. It also implies that no extra power of
t appears in (1.76) for Lagrange equations (contrary to the case of general linear
ODE system with repeated eigenvalues).

If g = 0 is the strict minimum of the potential energy then the matrix B is
positive-definite. It implies that all eigenvalues A; are positive and the equation
(1.76) reduces to the sum of oscillating terms only

Ny

(1.77) q= Zaj cos (wjt + ¢;)q;.
j=1

Any solution of the Lagrange equations is a superposition of oscillations in that
case.

1.10.0.1. Ezample. Consider the Newton dynamics of a molecule which consists
of N;, atoms with different masses my > 0 located at points r1,r2,...,rN, € R3. All
atoms can move with respect to each other (i.e. there are no holonomic constraints).
The configuration space is the N = 3V,-dimensional Eucledian space EN. Assume
that r10,T20,...,TN/3,0 are equilibrium positions of the atoms in the molecule.
Choose a vector q = (r1 —r1,0,T2—T20,...,Tn/3—Tn/3,0) € EV as the vector of the
configuration space so that q = 0 is the equilibrium. Consider small deviations from
that equilibrium which allows to use the quadratic Lagrangian (1.64). The absence
of the holonomic constraints implies that the kinetic energy has the diagonal form

N/3 N

-2

; m;q; ~ ~ ~ L .

T =73 5(gsk—2+qsp—1+ask) = >, —5°—. Here mgp_o = map—1 = Maj 1= my, is

2 2
k=1 j=1

N
the mass the kth atom. The potential energy has the general form U = > %

,j=1
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as in (1.64) and the Lagrangian is given by
q9-Mq q-Bgq

1.78 L=
(1.78) M4 a3
where M = A is the diagonal matrix with the main diagonal (my,...,my). The
Hamiltonian is given by
.
1.79 H= i 21 NT B
(1.79) ;2mj+2”z::1 1910

where the momentum p = Mgq.
The Hamilton equations for (1.79) (or equivalently the Lagrange equations for
(1.78)) result in the linear system

(1.80) Mg = —Baq.

Assume additionally that all atoms interacting only pairwise with each other by
the harmonic potentials with the positive interaction constants a;; = oj; > 0. The
Hamiltonian of that system takes the following form

pa
(1.81) +7 Z (g

,j=1

N
In this case B;; = Y. «y; and B;j = —qyj, for i # jwithé,j7=1...,N. It also
=1, j#i
immediate follows from (1.81) that the matrix B is non-negative (i.e. x-Bx > 0 for
any x € RY) and respectively all A ;j are nonnegative. Zero values of \; have a simple
physical meaning representing the translation of the molecule in any direction.
There are three independent directions for such translation (i.e. for the motion of
the molecule’s center of mass). The general solution (1.76) is then reduced to

N-3
(1.82) q= Z a;j cos (wit + @;)q; + Z (cj1t +¢j2)q;
Jj=1 j=N-2

1.10.0.2. Ezample. Consider a variation of Example 1.10.0.1 when the motion
of N+1 particles (atoms) of equal mass m is restricted to the single dimension D = 1
and the interaction is only between the neighboring particles with the leftmost and
rightmost particles fixed as schematically shown in Fig. 2 by the springs connecting
the particles. These springs are assumed to be the same so that the Hamiltonian
from (1.81) is then reduced to

N-1 U, N-1 mq
(1.83) Hy=>»_ [2m + 7(%1 } { : (qm )|,
j=1 =1

Al

where Us > 0 is the constant and we set
(1.84) go=9qn =po=pN =0

to reflect the conditions that Oth and Nth particles have fixed positions. Thus we
have to consider the Hamiltonian variables q = (g1, ...,qn-1) and p = (p1,...,PN-1)-
Also the Hamilton equations (1.1) imply that p = mq and

(1.85) md; = Uz(qj+1 —2¢; + ¢j-1), j=1,...,N = L.
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FIGURE 2. A chain of N 41 particles connected by springs aligned
along the direction x. Here x = jh, h > 0 is the equilibrium
position of jth particle and g¢; is the displacement of jth particle
from the equilibrium position. Vertical lines represent that Oth and
Nth particles are fixed (e.g. attached to walls).

The normal variables Q = (Q1,...,Qn—1) and P = (Py,..., Py_1) are imme-
diately obtained by the discrete sine transform as follows

ot2 0 rjk
Qk:ZQjSIH[]{]} k=1,2,...,N —1,

N1/2
i=1
(1.86) o ]\]]71 .
. |7
P, = ~is ijsm {}, k=1,2,...,N —1,
N1/ = N

and its inverse

ot/2 0 rmik]
qj:WZQkSIH[N}7 .721527"'7N_1a

1.87
(1.87) e v

p; = Nl/QZP]@SIH{ } j=1,2,...,N—1.

We notice that in Eq. (1.87) one can also use both indexes j = 0 and j = N which
recovers the zero boundary conditions (1.84).
Plugging (1.87) into (1.83) and using the orthogonality relation

N-1
k ! N
(1.88) Z sin {WNR] sin [van} = Eak’k/’ k. k', N e N.

n=1
we obtain that in the normal variables the Hamiltonian (1.83) has the form of the
sum of decoupled oscillators as follows

N-1

Yo (PP +wiQR),

k=1

NN

(1.89) Hy =
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with the frequencies

U,\"? | [k
(1.90) wk:2(m2> sm(2N>7k:1,...,N—1.

The corresponding Hamiltonian equations (1.1) are given by

(1.91) mQy = —A4U, sin? (;’;) Qu, k=1,... N —1.

Each such decoupled oscillator represents the collective motion of all N —1 particles
of the lattice. If e.g. only one mode Q) is nonzero, generally all components of q are
nonzero because they are obtained from the the discrete sine transform (1.86). In
physics these collective motions (also referred as excitations) are called by phonons
[LL80, LP8&1].

Remark. The mapping from (q,p) to (Q,P) is the canonical transformation.
To show that we write the discrete sine transform (1.86) in the matrix form as

(1.92) Q=Uq, P =1Up,
where U is N x N real matrix with the components,
1/2 .
2 . | ™k
The orthogonality relation (1.88) implies that U is the orthogonal matrix
(1.94) Ul =u".
A Jacobian matrix (1.37) of the transformation
(1.95) X =X(x)
from x = (q,p) € R?M to X = (Q,P) € R?¥ is given by a block matrix
U 0
(1.96) M_<O U)'

Equations (1.93), (1.94) and (1.96) imply that (1.38) is satisfied thus (1.95). That
canonical transformation does not change the Hamiltonian because it does not have
an explicit dependence on time.

1.10.0.3. Ezample. Another variation of Examples 1.10.0.1 and 1.10.0.2 is N
particles connected by springs with the periodic boundary conditions

(1.97) g0 = qN, Po = DN

representing e.g. particles connected with springs in the annular region with the
assumed negligible contribution from the curvature of the annulus. In that case the
Hamiltonian (1.83) is replaced by adding the terms with j = 0 as follows

= [ p? Us 2 — |[md; Uz 2
(1.98) Hy= Z ﬁ"‘?(%-&-l_%’) ] = Z [2]+2(%‘+1—%’) )
=0 =0

as well as the dynamical equations (1.85) are replaced by a similar system of linear
second order ODEs

(1.99) mg; = Ua(qj+1 —2¢; +¢j-1), j=0,...,N — 1.

Here we assume that g_1 = gy_1 by periodicity (1.97) over N particles.
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The periodic boundary conditions (1.97) imply that we cannot expand in sines
only (as we did in previous examples in equations (1.86)-(1.87)). Instead we solve
equation (1.99) using Discrete Fourier Transform (DFT)

N-1

1 omijk
kaNl/QZ;)QjeXp{— N } k€N,
(1.100) 7
1 = 27ijk
Pk:Nl/Qijexp{— N }7 keN
j=0

and Inverse DFT

1 = orijk]
qj:WZlexp N ) .7:07172’""N_17
k=0

(1.101)
N-1
1 2mijk )
p]:]vl/gzpkexp[ N :|a .7207172a"'7N_17
k=0
where Qi and Py are the kth Fourier harmonics of q := (qo,q1,-..,9v—1) and

P = (o, p1,---,PN-1), respectively.
Equation (1.100) and ¢; € R imply the symmetry relation with respect to the
complex conjugation,

(1102) Qx :QN—ka Py :PN—ka for any k,m € N
and ad with respect to the shift of the subscript by any integer multiple of N,
(1103) Qk+mN = Q Pk+mN = Py for any k,m € N.

defining the subscripts of Q) and P, modulo N.
Applying DFT to both Lh.s and r.h.s. of (1.99) we obtain decoupled harmonic
oscillators

(1.104) mQy = —4U, sin® (7{;) Qk, ke N

thus indicating that Q, k € N represents the normal modes of oscillations. These
decoupled oscillators have the frequencies

U\ /? . (7k
(1.105) wi =2 (ﬂj) sin <N> , keN,

which can be compared with the frequencies of Example 1.10.0.2 (equation (1.90))
to conclude that the factor sin (Z£) is now replaced by sin (%£). Another difference
between equations (1.90) and (1.105) is the zero frequency in (1.105) for k£ = 0. That
zero frequency corresponds to the constant velocity motion of the center of mass
of all particles (in previous Example such mode was not considered because of the
zero boundary conditions (1.84) which fixed the reference frame). Without loss of
generality one can assume in the current Example that the center of mass is at the
rest.

Plugging (1.101) into (1.98) and using the orthogonality relation of DFT

e 2mikn —2mik'n
1.106 > ——— | =Now, kK ,NeN
( ) o exp |: N :| exp |: N :| kK" sy vy €N,




24 1. FINITE DIMENSIONAL HAMILTONIAN SYSTEMS

together with the symmetries (1.102) and (1.103), we obtain that the Hamiltonian
(1.83) in the variables Qy, P; has the form of a sum of decoupled oscillators as
follows

N-1

(1.107) =5 3 (IR +wpianl?).

k=0

where wy, is given by (1.105).

Equation (1.107) suggests that one can use a subset £k = 0,...,N — 1 out of
all possible subscripts k£ € N of both @ and Py to fully characterize the system of
periodically coupled harmonic springs. However, that subset is still excessive if one
notices that N complex values of Qx, kK =0,..., N —1, generally correspond to 2NV
real values while there are only N real degrees of freedom in q (and similar for p).
To reduce that subset to the minimally required set of values of k, one uses that

(1.108) Qr =Qn_k, Py =Pn_y

as follows from equations (1.102) and (1.103). Equation (1.108) means that out
of N complex harmonics @ (and similar for Pj) only |N/2] + 1 harmonics are
independent, where |z] is the integer part of € R (the floor function) such that

(1.109) |k] =k and |k+1/2] =k forany keN.

In particular, if N is even then there are | N/2] +1 = N/2+ 1 independent Fourier
harmonics (Qo, Q1, - .., @ny2). Two of them, Qg and Q /2, are real ones (as follows
from equation (1.100)) and remaining N/2—1 are complex so together they have the
equivalent of NV real degrees of freedom. This equals to IV real values determined by
q. If N is odd then there are | N/2|+1 = (N +1)/2 independent Fourier harmonics
(Qo,Q1,...,Q(n=1)/2). One of them, Qo, is real and remaining (N — 1)/2 are
complex. Thus together they also form the equivalent of N real degrees of freedom.
These N real degrees of freedom can be chosen as normal modes (both the real
and imaginary parts of Eq. (1.104) ensure that both Re(Qf) and Im(Qy) are the
normal modes). Then these N components and the corresponding N components
of Pj, can form the new Hamiltonian variables Q € RY and P € RY. Similar to
Example 1.10.0.2, one can define a canonical transformation from (q, p) to (Q,P)
which we leave as the exercise for the readers.

1.11. Harmonic oscillator and normal complex variables

Consider the quadratic Hamiltonian (1.73) and assume that all \; are positive,
i = w2, i.e. all normal modes are oscillations. It is often convenient to introduce in

1.73) complex variables a; and their complex conjugate a;, j = 1,..., N as follows
3 3
1 .
(1.110) 1
aj = 175 (W;Q; —iF;),

(2w;)'/2
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where we choose the positive sign w; > 0 for all j. Solving (1.110) for @); and P;
we obtain that

1
Q)= 5175 (4 + ),
(1.111) ! (2%»“))1'/21/; ’
Pj:—i (?J) (aj—dj).

The Hamiltonian (1.73) simplifies by (1.111) into

N
(1.112) Hy =Y wjla;|,
j=1

where the positive value of Hy is ensured by our choice w; > 0.
In a similar way, the Hamiltonian (1.6) of the harmonic oscillator is transformed
into (1.112) by the following change of variables

1
T @mawy)i

pj=—i (%)W (a; — a;)

with the inverse transform given by

(aj + aj) )
(1.113)

1 .
(1.114) 4= W (mjw;q; +1ip;),
. _ : |
“= (2mw;)1/2 (mjwjq; —ip;) .

Consider now complex variables (1.110) for a general time-independent Hamil-
tonian H (P, Q), where wy,...,wy are N arbitrary positive constants. Using the
Hamiltonian equations (1.1) together with (1.110) we obtain that

it~ (2w 2 \“Tar @ ) T w2 \Mar, T 'aq;

daj 1 (4@ dbN_ 1 OH . OH
it~ w2 \“Tar T at ) T w2 \"Uar; T'aq; )

Expressing P; and @), in H through a; and a; by (1.111) we obtain the complex
form of the Hamiltonian equation for the pairs of independent variables a; and a;
as follows

(1.115)

(1.116) daj _ ;08
. — = ——.
dt a@j
The equation for % is obtained the complex conjugation if we recall that H is the
real function:

(1.117) da; OH
. —L =i
dt 6aj
Calculating partial derivatives in (1.116) and (1.117) we imply that gf_", =0 and
_ J
%‘ZJ; = 0 for any j,j' = 1,..., N because we consider a; and a; as independent

variables.
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For the particular case of the quadratic Hamiltonian (1.112) we obtain from
(1.116) the system of first order complex ODEs
da;
dt

which has a solution a;(t) = a;(0)e "' representing the complex form of the
solution of N decoupled harmonic oscillators.
Poisson brackets for a and @ are immediately obtained from (1.114) and (1.43)

{aj, a5} ={a;,a;:} =0,
{ajﬁj/}:—i&j,jz, j,j/::[,...,N.

(1.118) = —iwja;, j=1,...,N,

(1.119)

Similar to (1.43), the conditions (1.119) are necessary and sufficient conditions for
the transformation to be canonical. Last equation of (1.119) has —i factor. To
avoid that factor when dealing with complex variables a and a we redefine the
Poisson bracket as follows

N
oF 0G  OF 0G
. F = —_———
(1 120) { ’G} Z <8aj a@j &ij 8aj> ’
Jj=1
which is different from the definition (1.9) by multiplication on i. Then equations
(1.119) are replaced by

{aj, a5} = {a;,a;} =0,
{a]‘,@j/}z 055 j,j/:L...,N.

Complex variables a; and a; are the classical analogs of the Bose creation and
annihilation operators of quantum mechanics (see e.g. [LL76]). The transformation
(1.110) is the classical analog of the quantum mechanical transformation from the

coordinate-momentum representation to the representation by the Bose creation
and annihilation operators.

(1.121)

1.12. Complex variables in weakly nonlinear case

Complex variables (1.111) are especially useful if the Hamiltonian can be ex-
panded in a power series of the canonical variables P; and Q);. E.g. it occurs if we
expand the Hamiltonian in the power series near the stationary point (1.63) and
take into account next terms beyond quadratic terms considered in Section 1.10.
The linearity of the transformation (1.111) implies a power series in variables a;
and a; for the same Hamiltonian expanded in the power series.

Consider a nonlinear oscillator with the Hamiltonian

»?
(1.122) H = o +Ul(q),
such that the potential U(q) has a minimum at ¢ = 0. Without loss of generality
we set U(0) = 0 because the Hamiltonian equations (1.1) do not change if shift
U(q) by an arbitrary real constant.
Assume that ¢ is small and expand U(z) in a Taylor series about ¢ = 0:
2
(1.123) Ulq) = %q2+aq3+ﬁq4+...,

where we define w in the same way as in (1.5) so it would have a meaning of
frequency of small oscillations.
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The Hamiltonian has now a form of power series in canonical variables p and ¢
as follows

2 2
p mw- o
Hy=—
2 om + 2 q,
3
(1.124) Hs = agq”,
H4 = 6q47

where subscripts in H represent the order of terms in powers of both ¢ an p.

Limiting to H = Hy we recover the harmonic oscillator considered in Section
1.11 with the dynamical equation (1.11). Using equations (1.114) to express ¢
through @ and @ in the second equation of (1.124), we obtain that

(1.125)

Hs =a (2;“})3/2 (a® + @® + 3aa’ + 3aa®) = % [a® +@*] + V [[al’@ + |a|?a] ,
which results by (1.116) in the following Hamiltonian equation for H = Hs + Hj:
(1.126) Z—j +iwa = —iUa* — iVa® — 2iVaa,
where

3/2
(1.127) U=V :=3a <2mw> .

Similar, at the next order H = Hs + H3 + H4 we obtain from (1.111) and (1.124)
that

2
1
(1.128) Hy=pq"=p (me) [a* +a* + 6la|* + 4]a|*(@* + a?)]

and the corresponding dynamic equation takes the following form
(1.129)

d 1 \?
2 1 iwa = —iUa% —iVa® - 2iVaa —if | —— | (4@ + 12]al2a + 12|a|?a + 4a®).
dt 2mw

1.13. Nonlinear oscillator and the generation of multiple harmonics

To analyze the equation (1.129) we note that its leading order solution (more
precise meaning the leading order solution will be found below in this section) in
the limit of small a is reduced to the harmonic oscillator equation % +iwa = 0 with
the exact solution a = Cre~“t. We call that solution by a first (or fundamental)
harmonic. We assume that nonlinear terms in r.h.s of (1.129) result in slow time
dependence of Cy at times > 1/w together with the generation of frequncies which
are integer multiple of w, which motivates looking for the solution of (1.129) in the
following form

(1.130) a=Cre ™ 4 C_1e™ 4 Cp + Cpe™ 2 4 O g™t |

where Cy(t), C_1(t),Co(t), Ca2(t), C_a(t),... are the slow functions of time. We
refer to Cy(t) and Ca(t) as the amplitudes of the zeroth and second harmonics,
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respectively. C_y and C_5(t) can by called by the “minus” first and the “minus”
second harmonics, respectively. All these harmonics are generated by the quadratic
nonlinear terms in r.h.s of (1.129). To see that we first substitute a in r.h.s. (1.129)
by the leading order harmonic solution a ~ a; := C;(t)e~*! and neglect for now
cubic terms which gives

d o o )
(1.131) d{f +iwa = —iUC2e¥t — iV 01229t — 2V |0y 2

In other words, our “linear” oscillator (represented by lLh.s of (1.131) is forced by
the terms with frequencies 2w, —2w and 0 at r.h.s of (1.131) producing nonzero
values of Cyo and Cy in arbitrary small time. Note that C'_; harmonic is not
generated by r.h.s. of equation (1.131) in that approximation. We approximately
solve equation (1.131) by replacing a in Lh.s. of (1.131) through its expansion
(1.130) in harmonics and collect all terms with frequencies 0, +2w. At the leading
order we neglect the time derivatives of Cy(t), Ca(t), C_2(t) in (1.131) which results
in the closed expressions for these amplitudes as follows

2V V U -
(1132) C() = —7|Cl|2; CQ = *012, C,Q = —7012

w w 3w
Thus second and zero harmonics have the quadratic dependence o |C|? . Tt allows
to specify the assumed above smallness of a as |Cyl, |Cxa| ~ |V/w||C1]? < |C4],

ie. |C1] < |w/V|. Then notion of the leading order takes the meaning of the series
expansion of the solution a(t) in the powers of the small parameter

(1.133) e:=|C1]|[V/w| < 1.

These higher harmonics Cy and Cis also modify the dynamics of the first
harmonic Cy. To understand that modification we return to the equation (1.126),
collect all terms which o e~™*! corresponding to the fundamental harmonic and
use (1.132) to express Cy(t), Ca(t), C_a(t) through C(¢). That procedure can be

qualitatively interpreted as the projection of @ into the “state” e~*“! and gives that
dc - - _ _
dTl = —2UC_,Cy —i2VC1Cy — 2iVC1Cy — 2iV o Cy
20
(1.134) = i— V30?0,
3w

where we used that U = V.
Returning back from C; to the full form of the fundamental harmonic a; =
C1(t)e~ ™! results in the equation

d
(1.135) % +i(w+ Ad)ar = 0
where

20 V2

1.136 AL = —F——]a]*.
(1.136) o=-2%a)
Using equations (1.133) and (1.135) we obtain that
(1.137) ADJw ~ €,

i.e. A corresponds to second-order perturbation theory (meaning O(e?)) while val-
ues of Cy, C'14 correspond to first-order perturbation theory because |Cy/C1|, |Cya/C1| =
O(e) according to equation (1.132).
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The expressions (1.135) and (1.136) are however not sufficient because we also
need to find a similar contribution to Aw from H,. For that we take into account the

term with 3 in (1.129) and again project that term on the state e~** which results
in the equation similar to (1.134) but with the added term —if3 (27}Lw)2 12|C1]2C4
in r.h.s. Thus instead of equations (1.135) and (1.136) we obtain a full expression

d
(1.138) % +i(w+ Aw)a; = 0

which includes all terms of the order O(|a|?a;). Here Aw is called by the nonlinear
frequency shift and is given by

2
(L129) s o () - 5%

Typically two terms in square brackets of equation (1.139) are different by the
numerical factor ~ 1 and we replace equation (1.137) by

(1.140) Aw/w ~ €.

The equations (1.138) and (1.139) imply that Aw € R and % = 0. It allows
to solve (1.138) and (1.139) explicitly and obtain that

(1.141) a1 (t) = a1 (0)e " wHAw)t

which has the same form as the solution a1 (t) = a;(0)e=** for the harmonic oscil-
lator (1.118) except that the frequency w is replaced by w + Aw.

Equation (1.138) has the complex Hamiltonian form (1.116) with the Hamil-
tonian

T
(1.142) H:w\a1|2+§\a1|4 = Ha+ Hycyy,
where Hy = wla;|? is the quadratic part of the Hamiltonian and
2 2
1 20V
(1.143) T:=38 () =
mw 3 w

is the interaction constant (also sometimes called by coupling constant) for the
effective 4th-order Hamiltonian Hy .yy. There are two contributions to T". The first

one is given by 33 (ﬁ) ? and can be immediately obtained from the averaging of the

- o 2 .
original Hamiltonian Hy: (Hy) = 28 (-1)" |a1|*, where (...) means averaging over
fast oscillations at time scale 1/w. The second contribution, —%VTZ, comes from

taking into account of the zero and second harmonics in the cubic terms Hj (1.125)
as explained above. That contribution corresponds to the second order O(e?) of the
perturbation theory (at the first order O(e) we calculated Cp, Ca,C_5 in (1.132)
and at the second order we found the influence of these terms on the dynamics
of a1). In other words, the interaction constant 3.3 (ﬁ)2 of (Hy) is renormalized
by the cubic terms Hj of the Hamiltonian in the second order of the perturbation
theory. That renormalization has the negative sign which is consistent with the
well-known fact of the quantum mechanics that the shift of the ground state level
from the second-order perturbation theory is negative one [LL76]. The nonlinear
frequency shift (1.139) can be rewritten using equation (1.143) as

(1.144) Aw = T|ay .



30 1. FINITE DIMENSIONAL HAMILTONIAN SYSTEMS

We conclude that there are two effects of nonlinearity of the oscillator:

1. Nonlinearity results in the formation of multiple harmonics.

2. Nonlinearity produces the nonlinear frequency of the fundamental harmonic.

We now return to the approximation made in equation (1.131) by neglecting
time derivatives to obtain the expressions (1.132). Retaining these time derivatives
because of a slow time dependence of C4 (t), Co(t), Ca(t), C_2(t) would result in the

2
addition of small terms ~ ‘ ddctl ) w™t <« |C1]? into r.h.s, of each expression in (1.132).

The nonlinear frequency shift (1.139) together with (1.132) immediately implies

2
that [4C2w~1] ~ ’% |V/w?| ~ €2|Cy, i.e. the relative contribution from time

dt
derivative to Cy is O(€?). In addition, all multiple harmonics Cy,, n = 0,1,2,...
multiple frequencies 0, tw, +2w, +3w, +4w,.... are produced in arbitrary small

time if instead of equation (1.131) one uses the full expansion (1.130) in r.h.s. of
equation (1.129) instead of the approximation a ~ a;. One then obtains that
(1.145)

|C_1| ~ €|Chl, |Cxs| ~ €|C1l, [Cixal ~ ¥[Chl,...,|Cinl ~ " HC1], n> 1.

The technique of obtaining equation (1.141) represents the averaging method
(averaging over fast oscillations e~ %! by assuming weak nonlinearity results in the
calculation of the nonlinear frequency shift (1.139)). The averaging ensures that the
solution (1.141) is valid at times well exceeding the linear time 1/w. To estimate
the time of the validity of the solution (1.141) one can calculate the next order
correction Awy to the nonlinear frequency shift Aw (which replaces solution (1.141)
by ai(t) = a;(0)e " (wHAwtAw)t) from higher order harmonics using the scalings
(1.145) which gives Awy ~ e*w. Then Taylor series expansion of e~*A“4! provides
the estimate t < 1/(e*w) of the validity of the leading-order solution (1.139) and
(1.141).

Problems 1.13

1.13.0.1 Find the nonlinear frequency shift for the pendulum (1.8).

1.13.0.2 Show the validity of the estimates (1.145).

1.13.0.3 Find the explicit expression for the next order correction for nonlinear fre-
quency shift Aw for equation beyond the leading-order expression (1.139).

1.13.1. Resonance in nonlinear oscillator. Consider a dynamics/excitation
of the nonlinear oscillator with an external periodic forcing. In the linear approx-
imation (i.e. neglecting the nonlinear frequency shift Aw), the equation (1.138)
with the added forcing —ifoe** takes the following form

(1.146) % +i(w — iy)ay = —ifoe ",
where fo € C and 2 € R are constants (i.e. the forcing is monochromatic). Also
we added a small damping coefficient v > 0 (y < w) into Lh.s. of equation (1.146).
A solution of (1.146) is the sum of the transient solution o e~ ™!~ (corre-
sponds to the solution of the homogeneous part with forcing excluded of (1.146))
and the particular solution of the full nonhomogeneous equation (1.146) which is
o e Assuming ¢t — oo, the transient solution can be neglected and the remain-
ing solution takes the following form
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_ fo —iQt
= — e
Q—w+iy
which gives a time-independent resonance solution in the form of Lorentzian func-
tion for |a1|? as follows

ai

|fol?
(Q—w)?+92

It follows from here that |a;|? — oo at v — 0 and Q — w, i.e. usual linear
resonance.

As we obtained in Section 1.13, taking into account nonlinearity amounts to
the addition of the nonlinear frequency shift (1.144), which is achieved by the
replacement of equation (1.146) by

(1.147) lay|* =

(1.148) o i(w —iv)ar = =iT|ar|*ar — i foe ™.

Then equation (1.147) with the same assumption a; o< e~** modifies into
2

(1.149) arf? = —— 0 Vim0,

(v = Tla1]?)? +
where v is the frequency detuning between the linear oscillator frequency w and the
pumping frequency .

The matrix element T' (1.143) used in equations (1.148) and (1.149) determines
the nonlinear frequency shift (1.144), see Section 1.13. T is real-valued but can be
both positive and negative depending to the values of the parameters in equation
(1.143). We notice that a change of sign in v is equivalent to the change of sign
of T in equation (1.149). A complex conjugation of equation (1.148) also allows
to change the sign of T" with the additional replacement of the signs of frequencies
and both the change of the sign and complex conjugation of the amplitude fy. It is
found below in this section that the contribution to the results from fy depends on
| fol only. Thus below in this section we assume 7' > 0 without loss of generality.

Equation (1.149) represents the cubic equation for the unknown amplitude
la1]?. Contrary to the linear resonance, that amplitude is bounded for all values
of v, v and fy including v = v = 0. To show that boundness we assume by
contradiction that |a;|*> — oo for some values of v, v and fo. That assumption
is inconsistent with equation (1.149) (Lh.s — oo while r.h.s would — 0 in that
case). Thus the nonlinear frequency shift regularizes the linear resonance which is
sometimes called by “frozenness” of the linear resonance by the nonlinearity.

At the conditions ¥ — 0 and v — 0 of the linear resonance, the frozen nonlinear
resonance implies from equation (1.149) that

2/3
2 2 . (Lol
o = ()

For nonzero damping v > 0, the value of |a;|? remains close to |a;|?,, at v = 0
provided |T||a1|?,; = |fol?/3|T|Y/3 > 7.

Taking the limit fy — 0 for each fixed values of v > 0 and v, we recover the
linear solution (1.147). In that limit there is only one real solution of (1.149) for
la1]?. Figure 3a shows a typical dependence |a1|? on v for small |fy|. If we increase

|fol at |fol = |foer|, the slope of |a;|?(v) turns infinite at one point as shown in
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Figure 3b, while for |fo| > |foer| the dependent |a;|?(v) becomes multivalued as
seen in Figure 3c. Here

1/2
83
1.150 er|l = | =5
is the critical value of the forcing |fy| corresponding to the appearance of two

additional real roots. To find | fo.| we multiply equation (1.149) by the denominator
of its r.h.s. which gives that

(1.151) a1 ? [(v—T|a1\2)2+ﬂ = |fol®

and then differentiate equation (1.151) over v assuming that |a;|? is the function
of p. It results in

(1.152)
dja|? 2)2 2 2 2 2 2
o [(V—T\al\ )? 442 = 20a1|2T (v — Ty | )] + 22 (v — Tlay [2) = 0.
The slope d‘g—i‘z turns infinite,
d|a,|?
1.153 _ = =
(1.153) ul

at two values v = vy 9 as seen in Figure 3c. Equation (1.152) results in
B 2la1)? (v — Tlaq?)
dlay|2/dv ’

2
(v = Tla1*)” +7° = 2T (v = Tas [*) =
which together with equation (1.153) implies that

(1.154) (v = Tl ) + 4% = 2/ [’T (v — Tas [?) = 0.

Solving equation (1.154) for |a;|? results in
2v £ /1?2 — 392
(1.155) la1|? = %

Both roots coincide provided
(1.156) v =13y
which implies that

2 2y
(1.157) a1 | NeTa
Equations (1.151), (1.156) and (1.157) result in the threshold (1.150).

Above the threshold, |fo| > |focr|, there are three real solutions of equation
(1.151) for |a1|? in the finite range 11 < v < vp. Values of v; and vy are determined
by the condition that two of these three solutions merge together roots, i.e. equation
(1.153) is satisfied. The explicit expressions for v; and o can be obtained by
plugging (1.155) into equation (1.151) and solving for v. These expressions are
however somewhat bulky so we do not provide them here. Figure 3c shows a
typical dependence of |a;|? on v for |fo| > | foer|-

It is sees from Figures 3a, 3b and 3c that |a;|?(v) has a single maximum for all
values of |fy|. At the maximum dlglilz = 0 which implied through equation (1.152)
that

(1.158) V= Upmaz = Tlaq |
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FIGURE 3. The dependence of the square amplitude |a;|? of the
nonlinear oscillator (1.148) on the frequency detuning v for T' = 1,
~v = 0.5 as given by the real-valued solution of (1.149) for different
values of |fol2. (a) [fol*> = |foer|?/2 < |foer|?, i-e. below the
threshold (1.150). (b) |fo|?> = | foer|?, i-e. exactly at the threshold.

Red dot corresponds to equations (1.156) and (1.157) with d'g—f =
. (¢) |fol> = 4v3/T > |foer|?, i-e. above the threshold. Solid
and dashed lines in (c) represent stable and unstable solutions,
respectively. v1 = 1.36178... and v = 2.03176... are the points
of infinite slope d‘g—;‘Q = 0o where solid lines join different ends of
the dashed line.

Plugging (1.158) into equation (1.151) results in

| fol?
(1.159) |a1[7, == la1]* = el
and
2
(1.160) Vimaw = |f0|2T.
Y

We now analyze the linear stability of the solution (1.149) by replacing in
equation (1.148) of a; — a; +day, where a; o< e~** is the solution of (1.149) while
day is the small perturbation such that |0a;/a;| < 1. The terms of the zero order of
perturbation (da1)?, (da})? in equation (1.148) are identically satisfied because of
equation (1.149). For the linearization we keep only linear terms  daj, da} which
results in

d5a1

dt
(1.161) doa

dt

—i(v —2T|a1|* +iv)day +iTCsa} = 0,

+i(v — 2Ty |* — iv)dat — iTC**8a; = 0.

Assuming that da;, da} oc e, we obtain from equation (1.161) the eigenvalue

problem for A which has two solutions

(1.162) A=Ay = —y + /T?ay [* — (v — 2T |a1|?)2.

The solution A = A_ is always stable (i.e. Re(A) <0 for any v > 0, |a;|, v and T).
The solution A = A, is unstable provided the expression under the square root in
(3.62) is large enough to ensure that Re(\) > 0 which results in the inequality

(1.163) T?|a1|* = (v — 2Ta1|?)? — 42 > 0.
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We notice that L.h.s of equation (1.163) coincides with Lh.s. of equation (1.154)
multiplied by —1. It ensures the neutral stability,

(1.164) A =0atv=r2.
Using equations (1.159) and (1.160) we also obtain at v = vy, that
(1.165) Ailymr, .. =—v <0,

i.e. the solution (1.149) is stable at the maximum |a;|? = |a1|?,,,-

Assume that |fo| < |foer|. Then there are no real values of 11 5 as follows from
the above analysis of this section. Thus Ay (3.62) never crosses the zero value and
by continuity over v from the negative value (1.165), Re(A+) remains negative for
all v € R. It implies that the solution (1.149) is stable at all v for |fo| < |focr|-

Assume that |fo| > |foer|- Then there are two real values of v 5 as discussed
above in this section. It is easy to show (see the problem at the end of this section)
that the derivative of the expression under the square root in Lh.s. of (1.163) is
nonzero at v = vq 2,

d
d|a1 |2

(1.166) (T?|ar|* = [v(Jar|?) — 2T |*)* = %) 70,

V=V1,2

where v = v(|a;|?) is considered to be the function of |a;|? to follow the solution
curve given by equation and shown on Figure 3c. The condition (1.166) implies
together with (1.163) and (1.164) that Ay (3.62) crosses from the negative to the
positive value at v = vy if one moves downwards along the solution curve. Then we
continue moving along the solution curve from v = v downwards and to the left
represented by dashed line on Figure 3c until reaching v = v;. Equation (1.154)
ensures A, is positive all way until reaching the zero at v = v;. Thus the solution
branch represented by the dashed line of Figure 3c is unstable. After crossing v = 14
to the lowest branch of solution, A, again changes sign to Ay < 0 and keeps that
sign all way as move along the solution curve to ¥ — oo. We summarize that for
| fol > |foer| two branches of the solution (1.149) of equation (1.148) represented by
solid lines in Figure 3c are linearly stable while the branch shown by the dashed
is linearly unstable. As |fo| — |foer|+, the dashed line shrinks to the single point
shown in Figure 3b, so the region of instability disappears.

Such stability /instability represents a dependence of the state of the system
(1.148) on its history which is called hysteresis. To understand that dependence we
fix the value of forcing with |fo| > |focr| and adiabatically slowly in time increase
v from v < v up to the range v; < v < vy. The stability of the stationary solution
la1]? of equation (1.149), corresponding to the upper solid line of Figure 3, implies
that the system slowly moves over that upper stationary solution. Further increase
of v results in the jump of the solution into the lower stable branch (lower solid
line of Figure 3) at ¥ = v5. In contrast, a slow decrease of v from v > vy down to
V9 > v > g results in a slow motion over the lower stable stationary solution with
the jump to the upper one at ¥ = v1. Thus in the range v; < v < v, the system
settles at either the lower or the upper branches depending on the history. The
hysteresis is closely related to bi-stability, i.e. a coexistence of two stable stationary
solutions of equation (1.149) for the same values of v.
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Problems 1.13.1
1.13.1.1 Show that (1.166) is valid for |fo| > |foer|-

1.13.2. Parametric resonance. Another type or resonance occurs if the os-
cillator frequency w has a periodic time dependence. Simplest example of the
periodic time dependence is given by

(1.167) w?(t) = Wi (1 4 ecos Ot),

where € < 1 is the small parameter. The dynamics of oscillator without damping
is given by the Mathieu’s differential equation

d*q 9
e v (t)a,

where ¢ is the coordinate. To bring that equation to the complex form we introduce

the momentum as p = ¢ (for simplicity we set the mass m = 1) an define a and a
similar to (1.114) as

(1.168)

1 ,
= Gy (01,

_ 1 )
a:W(woq—zp),

(1.169)

except that now time-independent part wg of the frequency w(t) is used for that
transformation.
Consider the following Hamiltonian

(1.170) H = wolal® + %(am)%os(m),
then the Hamiltonian equations (1.116) and (1.117) result in
d
& —iwoa — ieﬂ(a + a) cos(2t),
dt 2
(1.171) !
da _ iwoa + iw—o(a + a) cos()
at 0 2 '

Solving that systems of ODEs for ¢ results in equation (1.169). Thus the Mathieu’s
differential equation(1.169) is equivalent to the Hamiltonian equations (1.116) and
(1.170).

We now solve (1.116) and (1.170) assuming that the leading order solution is
given by

a(t) = C(t)e™ ™ot and a(t) = C(t)e™"?,
where C(t) is the slow function of time in comparison with e~%0!. We separate the
Hamiltonian (1.170) into the harmonic part Hy = wp|a|? and the interaction part
EWp

Hiny = T( + @)? cos(Qt).

We again use averaging of H;,; over the fast time scale 1/wgy. Only nonoscillating
terms survive the averaging. Recalling that cos Qt = (e +e~%%) /2 as well as that
at leading order a oc et and @ oc e¥f, we conclude that many terms in Hj,,
oscillate and average out to zero, such as |a|? cos Qt. Nonzero average is possible for

a?e™ provided 2w ~ Q which is near to the condition

(1.172) 2wy =
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of the parametric resonance. In that case we obtain that
EW , .
(1.173) (Hipt) = ?0 [a2e™ 1 a2e= ]

Also (Hs) = Hy = wylal?, i.e. the harmonic part of the Hamiltonian is not affected
by the averaging.

The parametric resonance condition (1.172) has an analog in quantum mechan-
ics. We rewrite equation (1.173) as (Hin:) = 2 (ha® + ha?), where h(t) := $e'@* is
the pumping amplitude. Recall that a and @ are the classical analogs of the annihi-
lation and creation operators, respectively. Then the term ha? in (H;,;) describes
the annihilation of a quantum of pumping and the creation of two quanta of the
oscillator. That process requires the energy conservation which is insured by the
condition (1.172).

Consider the dynamical equations for the averaged Hamiltonian (H) = Hsy +
(Hint) (1.171) and (1.173):

d )

a + va = —i6<{1> = —jwoa — iew—ode_’m,
(1.174) dt oa 4

@ +~a = 8<H = jwod + @ iQt

o Na =1 B0 iwoa + i—=ae"™,

where we added a linear damping term ~a into L.h.s., similar to Section (1.13.1).
Comparison between first equations in (1.171) and (1.174) shows that (1.174) does
not include terms which oscillate with a different frequency than e, Taking
into account such non-resonant terms in (1.171) can be done by the expansion in
multiple harmonics, qualitatively similar to the expansion (1.130). These terms
however would modify (1.174) by the inclusion of O(e?) terms which we neglect
here. Thus the averaging of the Hamiltonian is equivalent to the neglect of non-
resonant terms in the dynamic equations (1.171).

We introduce new variables ¢ and ¢ as follows

a= c(t)eii%7 a= E(t)e“%,

which transform (1.174) into ODE system with constant coefficients

8t 1| Wo 9 Y| C 146— s

@4, —q fg + _7_6(4)70 =0
o1 1| wo B Y| C Z4C— .

Assuming ¢, ¢ ~ e!'* we obtain from (1.175) a homogeneous system of linear equa-
tions
Q
(SISO A\ e

{F+vz‘(w02>]af‘f¢:

for the unknowns ¢ and ¢. That system is solvable provided 2 x 2 matrix of its
coeflicients has a zero determinant which gives

2
(1.177) [=—y+ \/(GTE)Q - <w0 - 2) .

(1.175)

(1.176)
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It follows from (1.177) that the instability (I' > 0) is possible for € > €., =
4~ /wq provided wy is close enough to /2 to ensure that the expression under the
square root in (1.177) is positive as well as to overcome dissipation rate . This
instability is called the parametric instability. The growth rate I' of the parametric
instability reaches maximum if the condition (1.172) is exactly satisfied.

A difference between the forced oscillator of Section (1.13.1) and the paramet-
ric amplification of Section (1.13.2) can be seen from the everyday experience in
playing on a children’s swing. Rocking back and forth pumps the swing as a forced
harmonic oscillator. Once moving, the swing can also be parametrically amplified
by alternately standing and squatting at key points in the swing arc, i.e. by pe-
riodically changing the moment of inertia of the swing and hence the resonance
frequency. The rate of that change is twice of the natural frequency of the swing
satisfying the parametric resonance condition (1.172).

Problems 1.13.2

1.13.2.1 Find a frequency width of the parametric resonance Af?, i.e. the range of
values of Q at which a parametric excitation (I' > 0) occurs according to
equation (1.177) assuming that € > egp.

1.14. Fermi-Pasta-Ulam-Tsingou system

Enrico Fermi, John Pasta, Stanislaw Ulam and Mary Tsingou (FPUT) [FPU55|
considered a chain of N particles connected by nonlinear springs (anharmonic one
dimensional lattice) as schematically shown in Figure 2. It means that only nearest
neighbor interaction between particles is considered. The position of jth particle
(j = 0,1,...,N — 1) along the spatial direction z is given by the displacement
g; along the chain from the equilibrium position & = jh, where h is the distance
between nearest neighbors in equilibrium and z is the coordinate along the chain.
The Hamiltonian of the FPUT system is given by

N-1 pg N-1 mq-z_
1.1 H= L = —L
(1.178) S huay "y

7=0 7=0
where the first term in r.h.s. is the kinetic energy, ¢; := %, the momentum p; is
given by

dq .

(1.179) pj =M = md;.

as follows from equation (1.1) and U is the potential energy of the nonlinear springs
given by
1

Uy

U- U.
(1.180) U= [22 (@1 — 4" + = (@j1 — )" + 1 (g1 — ;)

. 3

7=0

Here Us, Uz and Uy are the coefficient of the quadratic, cubic and fourth order terms
which can be obtained e.g. from the Taylor series expansion of the general inter-

particle pairwise interaction potential Usnterparticie (¢j+1 — ¢;). It is assumed that



38 1. FINITE DIMENSIONAL HAMILTONIAN SYSTEMS

Us > 0, 1.e. Uinterparticie(qj+1—¢;) has the minimum at ¢;+1 —¢; = 0 which also im-
plies that the first derivative Uy, ;. particie(0) = 0 so there is no linear term in equa-
tion (1.180). Also without loss of generality we assume that Uinterparticie(0) = 0
(any nonzero value of Ujnierparticie(0) does not enter into the Hamiltonian equa-
tions (1.1)). The coefficients Us and Uy are responsible in equation (1.180) for the

anharmonicity of the lattice. We assume either fixed boundary conditions
(1.181) go=9qn=po=pN =0

or the periodic boundary conditions

(1.182) qN = qo, PN = Do-

We note that historically FPUT system was sometimes called by the names
of Fermi, Pasta and Ulam as FPU while more recently the historically accurate
addition of the name of Mary Tsingou was made [T.08]. Another historical remark
is that Ref. [FPU55] used the notations Us = « and Uy = (. Since then it is
often customary to call the particular case U = 0, Uy = 0 by “a-model” and the
particular Uy # 0, Uy # 0 by “B-model”, respectively.

Equation (1.1), (1.178) and (1.180) result in the dynamical equations

m——= = mi; = Us(qj41 — 205 + gj—1) + Us [(gj+1 — ¢))* — (¢ — 35-1)*]
(1.183) +Us [(gj+1 — 45)° = (g5 —¢;-1)°], 5=0,...,N = 1.

The simplest limiting case Us # 0 and Uz = U, = 0 was considered in Examples
(1.10.0.2) and (1.10.0.3) turning the FPUT Hamiltonian (1.178), (1.180) into the
quadratic Hamiltonian for N coupled harmonic oscillators in normal variables. If a
specific kth Fourier harmonics is excited by the external force (e.g. a laser beam a
given k) then it will not exchange energy between different harmonics in such lim-
iting case. Nonlinearity is required to observe such exchange. Enrico Fermi, John
Pasta, Stanislaw Ulam [FPUB5] together with Mary Tsingou [T.08] performed
in 1953 simulations of the nonlinear chain (1.183) with zero boundary conditions
(1.181) in two cases: Us # 0, Uy = 0 and Us = 0, Uy # 0. The idea of their sim-
ulations was to observe a thermalization of energy, i.e. the equipartition of energy
between different Fourier harmonics (normal modes) because of the nonlinear inter-
actions. They provided the initial conditions with the single initially excited k£ =1
Fourier harmonic and zero initial velocity, i.e. in equation (1.87) it corresponds at

tZOtOQl#0,@2:...262]\]_1:QN:O,Plz...:PN_lsz:O. To
their big surprise, they do not observed equipartition of energy. At the intermedi-
ate times the energy was indeed transferred to modes with k£ = 2,3,.... However,

for the case Us # 0, Uy = 0, after 157 periods of the mode k = 1, about 97%
of the total energy is transferred back to the mode & = 1. This phenomenon is
called FPUT recurrence and it repeats again and again at later times. Such nearly
periodic in time transfer of energy between different Fourier modes is shown in
Figure 4. The first explanation of that highly unexpected result was provided in
Ref. [ZK65] in a long wavelength limit through the elastic nonlinear interaction of
localized excitations of FPUT system later called by solitons.

The long wavelength limit (also called by continuous limit) assumes that that
the displacement g; of the jth particle is a slow function of j. That slow dependence



1.14. FERMI-PASTA-ULAM-TSINGOU SYSTEM 39

300

200

energy

100

V)

20 30

0

in thousands of cycles

0

F1GURE 4. A dependence of different Fourier harmonics of FPUT
system on time for N = 32. 777

allows to define the continuous approximation ¢(z) for g; as follows

(1.184) qj = q(jh),

where x is the distance along the lattice, h is the distance between equilibrium

positions of neighboring particles. A Taylor series expansion
h? h3

(1.185)  gjr1 =q(x £ h) = q(z) £ hq'(z) + gq"(:r) + 3 "

in equation (1.183) with Us # 0, Uy = 0 results in the following partial differential
equation (PDE)

(x)+..., z:=jh

h4
mqi — U2h2Qz:c = U2Eq:rzmz + thUSQzIQz
(1186) + O(UQhGszxzzm) + O(UShsqmmzzqm) + O(UShSQmszEz)-

L.h.s. of (1.186) is the linear wave equation with the wave velocity

2 1/2
(1.187) c:= (Uzh ) .

m

We introduce scaled dimensionless variables

o

=2,

X

1.188 7= =
(1189 i=
g=1

h7

where the length L e.g. can be chosen to be be equal to the total length of the
system L = Nh. Another natural choice is to take L to be of the order of the
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typical width of at which ¢ changes along x, i.e. L ~ |q¢/q.|- Equations (1.190)
transform (1.187) into the dimensionless form

o h? 2h*Us ht
it — dzz = [575 YEraa + Tme2 13z + O(L4 055555%)
hSU. U;
(1.189) +0 (IngnBQ(]jjjjqx> +0 ( 32 Q333 5@) .

Here € := h/L is the small parameter as follows from long wavelength approxima-
tion. We look for weakly nonlinear solution of (1.189) which is close to the solution
of the linear wave equation meaning that the nonlinear term in r.h.s of (1.189) as
well as the linear term |%(jﬁﬁ\ are small in comparison with |¢;| and |Gzz|. Solu-
tion of Lh.s. of (1.189) set to zero is a linear combination of the waves propagating
in the right and left directions, ¢ ~ f(Z — t) + g(& + t), respectively. Assume that
the right-propagating wave dominates and neglect left-propagating wave. It occurs
if we have well-enough localized initial condition |§(#,7 = 0)] — 0 as |Z| — oo (e.g.
assuming that exists a positive constant a such that |g(z, t=0)| <e ) and
wait long enough so that ¢ well exceeds a typical width #o < 1/« of |§(Z,t = 0)].
Then in the moving frame Z — £ one can neglect g(# + t) and focus on f(% — t).
R.h.s. of (1.189) results in more complicated solution compare with f(z — ). To
account for that we introduce new time 7 and new coordinate y its as follows
2

= t = 1
(1.190) TE eE g S
y=1—t.
Then
0? 0? o? 5 02
A Y te
otz 012 oT0y 872
and equation (1.189) is transformed into
(1'191) Cj'ry + qyyyy + 52&yyqy + O(E) =0,
where
24h2L
(1.192) 62 = 72’]3
mc

and we abused notation by setting §(#,%) = G(y,7). We assume that 62 ~ 1 and
define a new unknown

52
(1.193) uly,7) = 5 ay(y:7);
then (1.191) takes the following form
(1.194) Ur + Uyyy + Buuy, =0,

where O(€) term was neglected. Equation (1.194) is called by a Korteweg—de Vries
equation (KdV). The KdV equation was first introduced by Boussinesq in 1877 for
water waves problems and later rediscovered by Diederik Korteweg and Gustav de
Vries in 1895.

Simulations of equation (1.183) with Us # 0, Uy = 0 (a-model of FPUT) in
Ref. [ZK65] were performed with the periodic boundary conditions (1.182) and
N = 32777 The initial formation of nearly shock wave decaying into multiple
solitons of KAV was observed (1.194) 7?77
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Problems 1.14

1.14.0.1 Assume that Us = 0, Uy # 0 in equation (1.183) (S-model of FPUT) and
derive the modified Korteweg-de Vries equation (mKdV)

(1.195) Up + Uyyy + 6u uy =0,

in the same long wavelength limit as was used in derivation of KdV equa-
tion (1.194).

1.14.0.2 Prove the orthogonality condition (1.106) of DFT (1.100).

1.14.0.3 Find the nonlinear frequency shift of a-model of FPUT.

1.14.0.4 Find the nonlinear frequency shift of S-model of FPUT.

1.15. Poisson Mechanics

In this section we consider Hamiltonian systems of more general form than
n (1.1), in which it is impossible to make a unique separation of variables into
coordinates and momenta. Such systems are conveniently described in terms of
generalized coordinates x € RY, that are generally speaking not canonical. Let
G, the phase space of the system, be a manifold covered by some system of maps.
We assume that on the manifold G there is given a symplectic structure which is a
nondegenerate closed two-form 2. This means that at each point a twice covariant
anti-symmetric tensor €;; = —Q;;, i,7 = 1,..., N, is defined. Suppose that z; are
the local coordinates of some point. The closure condition implies that €2;; satisfies
the system of equations

o 0N O
J 4 Jk_|_ k

1.1
(1.196) oxy, o0x; O0x;j

=0

A system of differential equations defined on G is said to be Hamiltonian if there
exists a function H on G, so that, in the neighborhood of each point identified by
x; one has

N
. 0H
(1.197) ;Qijxj =

It is easy to see that under changes of coordinates z; = z;(Z1,...,Zy), for
which Jacobian 9(z1,...,zn)/0(Z1,...,ZNn) # 0, then the equation (1.197) remains
invariant. In this case the matrix € transforms as follows,

~ ox;
QO _ z
tm = ;1 0Ty i 8xm
A manifold on which one can assign symplectic structure is said to be symplec-
tic. It necessarily has even dimension (otherwise det ©;; = 0).
Within each simply connected region Eq.(1.196) can be integrated to read:
04; 0A;
8£Uj 8:@ ’
where A;(z) are the “potential” of the form €;;. If the solutions of the system
(1.197) do not extend beyond the limits of this region, the variational principle

(1.198) Q=



42 1. FINITE DIMENSIONAL HAMILTONIAN SYSTEMS
6S = 0 is valid, where
(1.199) S = / (A; & +H) dt.

It has been noted that the variational principle (1.199) exists globally only if
the form €;; is exact, i.e., if the relation (1.198) can be extended over the whole
manifold G. Generally speaking, A; are multivalued functions on G, that acquire
a nonzero addition in going around any cycle not homologous to zero. Locally,
in each simply connected region one can, by a suitable change of variables, bring
the system to canonical coordinates, i.e., to the form (1.1) (Darboux’s theorem).
However, globally (over all G) doing this is generally not possible, even if the form
(1.198) is exact. Due to the assumption of the nondegeneracy of the form €;;, Eq.
(1.197) can be written in the form

N

oH
1.200 L, = R;i—.
(1.200) B = Rij o,
Jj=1
Here R;; = —Rj; is the inverse matrix of );;, i.e. R~! = Q. It is then easily

verified that the relations (1.196) are equivalent to the relations
N
0 0 0
(1.201) mz::l (Rima%Rjk + B g — R + ijmRki> -
for any 4,5,k =1,...,N.
Next, by means of the matrix R one defines the general Poisson bracket between
any functions A and B given on G:

dA OB
(1.202) {A,B} = Z Rij— o, 0,

3,j=1

The definition (1.202) generalizes the canonical Poisson bracket defined in (1.9).
It it follows from the antisymmetry of R;; that

{A7 B} = _{B7A}7
while the relations (1.201) guarantee that the Jacobi identity
(1.203) HA, B}, C+{{B,C}, A} +{{C,A},B} =0

is satisfied. Because of the nondegeneracy of the matrix €;;, in each coordinate
system the matrix R;; is also nondegenerate. The matrix R is called the cosym-
plectic operator, and it plays the same role as the metric tensor g;; in Eucledian
geometry. The condition (1.201) is the analog of the vanishing of the curvature
tensor for Eucledian space, and, respectively, the canonical form

(0 Iy
(0 W)

g=1

has the same meaning as

in Eucledian space.

The next step for generalizing the Hamiltonian system is to drop the require-
ment of nonsingularity of R. This variant of the Hamiltonian mechanics is called
by the Poisson mechanics. If det||R;x|| = 0, then a return to the form (1.197) is
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impossible. Suppose that £*(a = 1,..., k) is based in the co-kernel of the operator
R;; (i.e., Zi\; & Ri; =0). Then equation (1.200) implies that

N
(1.204) D &di =0, a=1,..k
=1

In a simply connected domain in which rank of the matrix R is constant, due to
the Frobenious theorem, Eqs.(1.204) can be integrated:
f(x1,.yxy) =const ,a=1,..,k .
In their turn, these relations are connected with vectors £ by the evident formulas:
«
=L
€T

The constants f¢ are called the Casimirs invariants. Moreover, the Frobenious
theorem and the relations (1.201) guarantee that all these k invariants are func-
tionally independent. They are evidently integrals of motion for our Hamiltonian
system. These integrals separate G into manifolds invariant under the system
(1.200) (symplectic leaves). On each of them one can introduce the usual Hamil-
tonian mechanics. From our remarks it is clear that the possibility of introducing
Poisson brackets implies the system under consideration to be Hamiltonian in the
weakest sense.

Of special interest is the case where the metric elements R;; are linearly de-
pendent on the coordinates as follows:

N
(1.205) Rij = Z €ij,mTm-
m=1
From condition (1.201) it now follows that the e;; ,, are subject to the relations
N
Z[eik,mejm,l + €5i,m€km,l + 6.ch,rrLeim,,l} =0
=m

i.e., they are the structure constants of some Lie algebra L. Calculating the bracket
between quantities x;,x;, it can be checked that

N
(1.206) {zs,2;} = Ryj = Z €ijmTm-
m=1

Thus, the space G itself is now a Lie algebra L. The constants f® in this case are
just the Casimir invariants of this Lie algebra, and they commute with any elements
from the algebra,
{fa7 } =0.

The matrix R;; is in general degenerate. However, the relations (1.204) are always
integrable. Consider the algebra L*, dual to L, and the corresponding Lie group [*.
Here the algebra L forms the co-adjoint representation of the group [*. Relations
(1.204) are invariant under the action of the group [*, and so conditions (1.206)
hold, and define the orbits of the action of the group [* in L. On these orbits (cf.
Kirillov [?], Kostant [?]) there exists a fully valid Hamiltonian mechanics.

If the Hamiltonian is polynomial in its variables, then the equations are also
polynomials in the canonical coordinates, and they have a nonlinearity that is one
degree lower. If the degree of nonlinearity of the investigated system coincides
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with the degree of nonlinearity of the Hamiltonian, then the matrix is linear in the
coordinates, and the symplectic manifold G is the orbit of some Lie group in its
co-adjoint representation. This currently happens for equations of hydrodynamic
type.

Another interesting case is the situation when the Poisson structure R depends
on coordinates x; quadratically. In this case it can be considered as the classical R-
matrix which plays the important role in theory of Hamiltonian systems integrable

by the inverse scatterring transform. This theory, however, is far from a scope of
this book.

Problems 1.15

1.15.0.1 Show that the Jacobi identity (1.203) is satisfied for the Poisson bracket
(1.202) provided the condition (1.201) is valid.

1.16. Symplectic leaves. Example of free motion of rigid body
777



CHAPTER 2

Hamiltonian Systems in continuous media

2.1. Linear waves

Small amplitude waves in unbounded linear media are typically described by
the system the first linear homogeneous PDEs with constant coefficients of the
general type

Ou

(2.1) % L(V)u,

where u(r,t) € CV is the vector function of time ¢ and the spatial variable r € R”.
The components of u can be either complex-valued or real-valued and consist of
physical variables (unknowns) for each given physical system. L(V) is the N x N
matrix linear operator which depends only on the different powers of components
of the spatial gradients V. The multiple particular examples of L(V) are provided
below in this chapter with L(V) being the linearization operator of nonlinear phys-
ical systems. The assumption of the system (2.1) does not exclude higher order in
time PDEs from the consideration because they can be always reduced to the first
order system by addition of separable variable for each second and higher order
time derivative.

2.1.0.1. Ezample. The linear wave equation with the constant velocity c is given
by

(2~2) qit = CQsz,

with ¢ € R, see e.g. the derivation of such equation in Section 1.14 as the leading
order linear approximation of the nonlinear string given by L.h.s. of equation (1.186).
Defining ¢ := uy and ¢; := uz, we transform the second order PDE (2.2) into the
system of two first order in time PDEs

(2.3) o
8uQ 2 62U1
ot~ o2
which corresponds to the system (2.1) with u = (uy,u2)? and

(2.4) L(V)_< o (1))

€ 927
2.1.0.2. Ezample. We now extend the Example 2.1.0.1 by adding the next order
linear term from r.h.s. of equation (1.186) which results in

(2.5) it = C2me + Vzzam,

45
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where v > 0 is the constant. Then equation (2.6) is replaced by

0 1
2.6 L(V) = 2 "
20 O (eg g o)
with the same definition of u through ¢ and ¢; as in Example 2.1.0.1.
2.1.0.3. Ezample. The time-dependent Schrodinger equation of a single particle
of mass m in the free space is given by

ov h?
2.7 ih—— = ——V?¥
27) ot 2m ’
where ¥ € C is the wave function and 7 is the reduced Planck’s constant. Equation

(2.7) corresponds to u = ¥ and
R
2.8 L(V) =i—V2.
(2.8) (V)y=i 2mV
The system (2.1) can be efficiently solved by the spatial Fourier transform (FT)
1 —ik-r
(2.9) fie = (@m)PR2 / f(r)e™" " dr,
RD
of the function f(r) over the spatial variable r together with inverse FT (IFT)

1 -
(2.10) £ = o7 / e dk,
RD

see Appendix A.4 for the overview of FT. In this book we always assume (if not
explicitly specified otherwise) that both FT and inverse FT (IFT) exists as well as
IFT of fx recovers f(r) pointwise.

FT (2.9) of equation (2.1) results in

dllk
2.11 — = L(ik)u
(211) e~ L(iku.
which is the linear ODE system with the constant coefficients. We look for the
particular solutions of that system in the exponential form uy o< e “? with the

frequency w € R resulting in the eigenvalue problem
(2.12) —iwuy = L(ik)uxk

for —iw.

Remark 1: A little faster way to obtain the system (2.12) is by looking at a
particular solution of the system (2.1) in the exponential form wuy o< e’ *~* which
immediately results in (2.12).

Remark 2: One can work directly with the higher order PDEs, such as equa-
tions (2.2) and (2.5) in examples 2.1.0.1 and 2.1.0.2, without reducing them to the
first order system (2.1). Then FT converts these PDEs to the higher order linear
ODEs instead of the first order system (2.11). These higher order ODEs can be
solved by the standard ODE methods including looking for the particular solutions
o e®r=iwt Below we however work only with the more general system (2.1).

The solvability condition of the homogeneous linear system (2.12) is given by
characteristic equation det | — iwlIy — L(ik)| = 0 for the matrix L(ik), where Iy
is N x N identity matrix. Solutions of that characteristic equation provide the
relations

(2.13) w=wjk)=wkj, j=1,...,N
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between the frequency w and the wave vector k which is called by the dispersion
relation.

There are generally N branches j = 1,..., N of the dispersion relation. Al-
though some of wi ; can potentially have algebraic multiplicity more than one (i.e.
wk,; are the same for several distinct values of j), their algebraic multiplicity for
linear waves is always equal to their geometric multiplicity, i.e. the eigenspace
{uk1,...,ux N} of all eigenvalues of L(ik) spans CY, where the eigenvector Uy j
corresponds to the eigenvalue —iwy ; for j = 1,..., N. In other words, L(ik) is the
diagonalizable matrix with the diagonalization ensured by the similarity transfor-
mation D = P~!L(ik)P, where D is the diagonal matrix with the eigenvalues on
the main diagonal, D;; = —iwk ;6;;, and the matrix P is formed by N column
vectors {uk 1,...,uk v} of the eigenspace. It implies that any particular solution
of the system (2.12) is purely exponential, uy o e~ !, without any nonzero powers
of t multiplying these exponents.

Particular examples of such matrices are skew-Hermitian matrices (also called

by antihermitian matrices), L(ik)" = —L(ik), where 1 means the conjugate trans-
—T
pose (also called by Hermitian conjugate) of the matrix, i.e. L(ik)' := L(ik) .

All eigenvalues of skew-Hermitian matrices all purely imaginary which ensures that
wy,; are real-valued for all j = 1,..., N. For example, FT of equation (2.8) gives
1 x 1 skew-Hermitian matrix (purely imaginary scalar). However, FT of equations
(2.2) and (2.5) are not skew-Hermitian matrices although diagonalizable. Thus for
linear waves we cannot restrict L(ik) to the class of skew-Hermitian matrices but
have to assume more general class of diagonalizable matrices L(ik) with all purely
imaginary eigenvalues.

The general solution of ODE system (2.11) is given by the linear superposition

N
(2.14) we(t) = Y e e ot = Oy (t)ex
j=1
of the arbitrary functions ¢y ; of k. Here cx := (ck 1, - -, ck,N)T is the column vector
and
(215) q)k(t) = (ukﬁle_i‘”kvlt, ey uk’Ne_i““th)

is the fundamental matrix of ODE system (2.11) which consists of the column
eigenvectors {uy je” kit . uy ye T Wient)

The arbitrary functions ci ; can be chosen to satisfy the initial condition u(0)
at ¢ = 0 which results in

N
(2.16) we(t) = Y e je 0t = O ()24 (0)uke(0).
j=1

IFT (2.10) of equation (2.16) together with the definition (2.15) provides the
solution of the initial value problem u(r,t)|;—¢ := ug(r) in r space as follows

(2.17) u(r,t) = @D /cbk(t)@;l(O)uk(O)dk,

where ug(0) is FT of up(r).
Instead of working with the full solution (2.17), below for clarity of presentation
we address each branch wy ; of the dispersion relation separately, i.e. assume that



48 2. HAMILTONIAN SYSTEMS IN CONTINUOUS MEDIA

the initial condition is ux(0) = ck juy,; for some given j with the corresponding
solution ug(t) = ckyjukyje’wkvjt. We are not loosing any generality because if
needed we can recover the general solution by the superposition of separate solutions
for all branches. Below we omit the index j, i.e wk,; = wk as well as we work with
a single component of uy(t) which we call by uk(t) € C and the same for u(r,t)
vs. u(r,t). Again, we are not loosing any generality because we can recover uy(t)
by combining all N components at any desired time.

Thus (2.17) is reduced to

1 . .
(218) u(r, t) = W /Uk(o)elk'r_lwktdk7

Equation (2.18) can be viewed as the expansion of the solution of equation (2.1)
into the plane waves e**~“xt Respectively, equation (2.17) is the superposition of
such expansion taking into account all branches of the dispersion relation (2.13).

2.2. Propagation of wavepackets in linear continuous media

In this section without loss of generality we consider the solutions of equation
(2.1) in the particular form (2.18). Depending on uy(0) that integral can have quite
complicated behaviour at different times. Reductions to quasi-monochromatic wave
and wavepackets often drastically simplify the analysis of wave dynamics as well as
such reductions provide a convenient framework to extend into nonlinear waves
later in this chapter.

Quasi-monochromatic wave means a well localized distribution of waves in k
space. Wavepacket is quasi-monochromatic wave which is also well localized r space
(and sometimes in time).

We start from solutions which are localized only in k space. The simplest
solution of equation (2.18) with extreme localization in r space is the monochromatic
wave uy (t) = (27) P 2uge= @ &0)t§(k — k¢), which gives after IFT that

(2.19) u(r, t) = ugekoriwlko)t

where uy € C is the arbitrary constant. That solution is also called by the plane
wave which propagates in the direction of the vector ko. The phase of (2.19) changes
only along the direction of kg while it remains constant in the plane perpendicular
to ko for each fixed t. A phase speed

_ w(ko)
(2.20) ooh = e

is the velocity at which the phase kg - r — w(kg)t propagates in the direction k.
In other words, if we choose the (perpendicular to ko) plane of the phase 6 :=
ko - r — w(ko)t, then 6 remains constant as time ¢ progresses if we move that plane
with the velocity vy, in the direction kg. We can also define the phase velocity as

the vector v, := TSO(‘OQ) ko.

We note that the solution (2.19) is intrinsically complex one. It means that
it directly applies to the complex-valued field u(r,t) such as in Example 2.1.0.3.
If instead w(r,t) is the real-valued as in Examples 2.1.0.1 and 2.1.0.2, then the
monochromatic wave must include the wavevector —kg so that equation (2.19) is

replaced by

(221) U(I‘, t) _ uoeikoffiw(ko)t + ,L—Loefiko-rjtiw(ko)t

)
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with the Fourier harmonic taking the form uy(t) = (27)P/?[uge=“*0)t5(k — ko) +
e 0)5(k + ko)]. Thus u(r,t) € R implies that all wave vectors show up in
pairs k and —k. The superposition principle indicates that for the linear systems
(2.1) we can still use the complex form (2.19) for intermediate calculations but
assume that for the final physical form we replace (2.19) by 2 Re(u(r,t)). However,
the inclusion of nonlinear terms in subsequent chapters generally imply interaction
between Fourier modes with k and —k with the lack of the superposition principle.
It means that for the general nonlinear waves with real-valued u(r,t) we have to use
the representation (2.21). Below in this section we assume that wu(r,t) is complex
valued with all results easily generalized to real-valued case by adding the complex
conjugated terms as in equation (2.21).

Beyond the monochromatic wave (2.19), the another important particular case
is the propagation of quasi-monochromatic wave centered in Fourier space around
a wave vector k = kg such that the spectrum |fx| is narrow being localized in the
domain |k — ko| < Ak with Ak/|kg| < 1. Then one can consider the Taylor series
expansion

9w (ko)

(2.22) w(k) = w(ko) + (k — ko) - k. + O(AK?),
where

_ Ow(ko)
(2.23) vy = 8k00

is called the group velocity.
Taking into account only the linear term in equation (2.22), we obtain from
equations (2.18) and (2.22) that

1

u(r,t) ~ SD7z / uk(0) exp{ik - r —iw(ko) + (k — ko) - v4| t} dk
RD

(2m)
eiko ‘Vgt—iw(ko)t

(2.24) G

/ uie (0)e " =Vot) gk = eilkovowlolltyy (r — v 1),
RD
which describes the propagation (translation) of the initial condition u(r,t =0) =
ug(r),
1 ik
(225) UO(I') = W /Uk(o)el I‘dl(,
RD

with the group velocity v, without the change of the shape of the solution except
of its multiplication by the complex time-dependent exponent e!lkoveo—w(o)lt,

The approximate solution (2.24) is valid only for moderate times ¢ <777 while
the term O(Ak?) can be neglected in the expansion (2.22). To find these times we
add the next order term in the Taylor series expansion

D

ow(k 1
(2.26) w(k) = w(ko)+ (k—ko)- wiko) 7 Sk — ko) (ki — ko )wi + O(AK?),
Oko | 42
where
82w (k)
(227) le = m _—
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is the tensor of group wvelocity dispersion (GVD) which determines how group
velocity v, changes with the variation of the carrier wavevector ko.

Instead of working directly with the integral (2.18) and the expansion (2.26),
it is often more convenient to replace (2.18) by the equivalent ODE
duy .
— = —iwku
ar kUk
and use the expansion (2.26) there. Then one can use IFT to obtain PDE for u(r, ).
For example, if we neglect GVD (2.26), i.e. replace w(k) by equation (2.22), then
IFT results in

(2.28)

)
(2.29) ai; +ifw(ko)u — vy - kolu + vy - Vu =0

which has the exact solution given by r.h.s of equation (2.24).
The Taylor series (2.26) implies that the dependence on the wavevector k enters
into all terms as k — kg. Then that one can define

(2.30) Kk =k — ko

and use k as the independent variable. Then equation (2.26) transforms into

D
1
(2.31) wiko + k) =w(ko) + K- vy + 3 kL Wit + O(AK?).
j.l=1

We also define a new unknown

(2:32) Die(t) = k(1)

which is centered around x = 0 instead of centering at k = kg for wuy.
IFT of uy is

ethor i(k—ko)-r etkor ik
U(r,t) = (271-)D/2/Uk(t)6 )T dk (2)D/2/uk0+”(t)6 dK
zko r
(2.33) o / () i

which suggests to define ¥(r,t) in r space as IFT of 1,(t), i.e.

1 ikT
Equations (2.33) and (2.34) result in the relation
(2.35) u(r,t) = ekoTy(r, )

implying that the fast spatial dependence of u(r,t) is included into the factor e™o*

while ¢(r,t) is the slow varying function in r called by the spatial envelope of

u(r,t) of simply the envelope, see Figure 77?7 for the schematic representation of

the envelope for each given time t.
Equation (2.28) turns into

e

(2.36) el
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Using equation (2.31) and applying IFT (2.34) to equation (2.36) result in PDE
for the envelope 9 (r,t) as follows

D

[ 0%
2.37 \Y% ...=0,
(2.37) 2 g + vy - VI =5 ZZI 7 B0 +
Js
where ... means higher order terms with three and more derivatives of r from

O(AK?) terms in equation (2.31). Here we used that IFT results in replacing
K — —iV.
One can define the spatial-temporal envelope 1o(r,t) as

(2.38) (e, 1) = Horimty (r p)
which removes the leading order term iwy,1 from equation (2.39) resulting in
. D
g o
2.39 \Y% E i +...=0.
(2:39) ot Vg Voo - 2Jl:1wjlaxj3$1 *

Thus ¥y(r, t) is the slow function of both space and time.

The term with v, is generally dominant over GVD term in equation in accor-
dance with the Taylor series (2.31) resulting in the translation of the solution with
the group velocity v, as in equation (2.24). However, a Galilean transformation

r'=r—v,t

t'=t,
removes such translation by switching to the frame of reference moving with the
velocity v,. Then the partial derivatives of equation (2.39) are transformed to

o_96 9 9 _ 0
ot~ ot vgar” or  or’’

resulting in

D

81/1 0%
(2.40) SR Z 947 ] 80, =0,

where we neglected the smaller ... terms.

The definition (2.27) implies that w := (wj;) is the symmetric matrix, w;; =
wyj, J,0=1,...,D. Then w is diagonalizable with all real eigenvalues, i.e. it exists
the orthogonal matrix U = (UT)~! (column vectors of U are eigenvectors of w
which form the orthonormal basis in R”) such that

A0
(2.41) UlwU =UTwU = _
0 ... Ap
is the diagonal matrix with Aq,..., A\, being the real eigenvalues of w.

Choosing a new spatial variable

(2.42) y :=UTx
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and using equation (2.41) we obtain that

D

Jil=1

Equations (2.40), (2.42) and (2.43) result in

2.44 AL o b WA )
(2.44) ot +;]8y]2- 0

If all A\; have the same sign, then rescaling y; (and complex conjugation of
equation (2.44) for all negative \;) shows that equation (2.44) is equivalent to the
linear Schrodinger equation (2.7).

The dispersion law w(k) in the isotropic media can only depend on & := |k, i.e.
w(k) = w(k), where we abused notation and used the same letter w for functions
of both k and its absolute value k. Using the relation % = X we obtain that the

ko
GVD tensor (2.27) is transformed into

7

k"k’l v k kl
(2.45) wji = ﬁwﬂ(k) +f (5jl L2 > -
=Ko

where w”’ (k) = d;ff) and vy = W' (k) = d“ég@k) = |vgl.
Without loss of generality we can assume that kg is pointed in the direction of

xp axis. Then equations (2.40) and (2.45) result

31/)0 w" (ko) &ho
(2.46) W + ﬁvﬂ% + 5 ax% =0,
where
8? 9?
2.4 =4
(2.47) \al 2 +...+ m%,l

is the transverse Laplacian (i.e. the part of the full Laplacian V2 which is transverse
to the direction of zp axis). Thus the equation (2.40) in the isotropic media, i.e.
equation (2.46), has the diagonal form (2.44) without the need of any additional
coordinate transform (2.42). If v,w” (ko) > 0, then then a rescaling the coordinates
z; (and complex conjugation of equation (2.46) for v, < 0) shows that equation
(2.46) is equivalent to the linear Schrédinger equation (2.7).
The diagonal form (2.44) is convenient to solve the Cauchy problem g (y, t)|i1=0 =

10,ini(y) for the initial condition g ini(y) by FT (2.9) which gives that

.d¢0 K D
(2.48) i Yok DAk =0,
j=1
1.e.
D
(2.49) Yo (t) =10, (0) exp | —it > Aji?

j=1
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IFT of equation (2.49) provides the solution for 1y(y,t) as follows

D
1 : 2 K-
(2.50) Yo(y,t) = (277)17/2/%’”(0) exp —1t2)\jnj e Vdk.
=
2.2.1. Gaussian linear waves. Assume that IC ¢y(y,0) has the Gaussian
form
SNV
(2.51) Yo(y,0) = Aexp | <—2ajy32- + bjyj) ;
Jj=1
where 4, a;,b;,j =1,..., D are the complex constants with the condition Re(a;) >

0 to ensure a decay of ¢ (y, 0) at |y| — 0. Using equations (2.34), (2.51) and (A.502)
we obtain that

A N (5 +ib,)°
(2.52) Y0,(0) = (@ ap)? eXp |~ ; C2a; |

which has the Gaussian form in k. Equations (2.50), (2.52) and (A.502) result in

D
1 3 a2 eis
’(/}O(y7t) = (27’1’)D/2 /wo,n(o) €exp —it )\JKJ§ e YVdr
=1

A
T+ 2ant) - (1 + ZapApt)i/2
D 2 7,2
B a;y bj lbj)\jt
P ; < 201+ 2ia,t) 1+ gyt 1+ 2t
(2.53)

T+ 2ia A t) - - (1+ 2iapApt) 72 “F | 2o\ 721+ 2iaghgt) | 205

= 3N j

It is seen from Eq. (2.53) that the Gaussian initial condition (2.51) results in the
Gaussian solution with time-dependent coefficients which is the Gaussian linear
wave.

Problems 2.2

2.2.1.1 Show the validity of equation (2.45) for w(k) = w(k), i.e. when the disper-
sion depends on k only which corresponds to isotropic media.

2.3. Schrodinger equation in linear optics

The propagation of the monochromatic laser beam in the paraxial approxima-
tion in the linear homogenous and transparent media is described by the linear
Schrodinger equation,

0 i
(2.54) —&=—

2
0z 2k Vié,
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where E(r,,z) is the complex envelope of the laser beam, z is the direction of

the laser beam propagation and V = (a%v (%) is the transverse gradient which

corresponds to the transverse coordinates r := (x,y). Here ko is the wavenumber
of the laser. The electric field E of the laser beam is recovered from &£(r,z) as
follows

(2.55) E= g [Eethoz=iwt e, ]

where we assume the linear polarization of the wave! in the direction determined
by the unit vector n which is perpendicular to the direction of z. See Section 2.5
for the detailed derivation of Eq. (2.54) from the Maxwell’s equations.

Eq. (2.54) is corresponds to Eq. (2.44) with D = 3 and ¢ replaced by z as well
as A\ = Ay = A3 = ﬁ Then the Gaussian linear wave (2.53) provides the exact
solution of Eq. (2.54). This solution in optics is called by the Gaussian beamn and
is traditionally written in the following form

“o_o (—xQ Rt WL e y2)) :
w(z) w?(z) 2R(z)

where wy is the Gaussian beam waist, w(z) is the spot size, R(z) is the radius of
curvature, and ((z) is the Guoy phase shift and & is amplitude of the wave with

52
w?(z) = wi (1 + Z2> ,

R

R(z)zz(1+j§>,

(2.56) S(I‘J_,Z) = go

I

(2.57)
¢(z) = arctan <Z> )
ZR
kow3
ZR = 02 9

Here zp, is the Rayleigh length. It is assumed in Eq. (2.56) without loss of generality
that the laser beam has the zero curvature of the wave front, R(0) = oo, at z = 0.
The the Rayleigh length determines the distance at which the spot size w(z) (also
called by the beam width) is increased by a factor v/2 as follows from Eq. (2.57).
See also Fig. 777 for the schematic of the Gaussian beam propagation.

A general non-Gaussian beam can be expanded into Hermite-Gaussian modes
Un,m (2, Y, ) as follows

oo o] 9 1/2 1 1/2

n=0, m=0 n=0, m=0
21/21, 21/2y
H,|— | H
s "<wx<z>> ”(wy<z>>

o [ 22 B Y2 71(2n+1)Cx(z)+(2m+1)Cy(Z)
) p( w?(z)  wl(z) 2

- kox? k y2
(2.58) _HQROI(Z) 121%0@,(2:))’

ISee e.g. Ref. [LL84] for more discussion on polarizations of electromagnetic waves.
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where a,, ,, are the expansion coefficients and

(2.59)

which are the generalizations of Eqs. (2.57) to have separate expressions in x
and y directions designated by the corresponding subscripts. It is seen from Eq.
(2.58) that the functions w,(z) and wy(z) defined in Eq. (2.59) play the role of
the parameters of the expansion (2.58). Also H,(z), n =0,1,2... in Eq. (2.58)
are the Hermite polynomials [AS72] which are the orthogonal polynomial with the
following recurrence relation

(2.60) Hpt1(z) =22Hy(z) — 2nH,—1(x)

and Hy(z) = 1. Using this recurrent relation we immediately obtain that H(z) =
2z, Ha(z) = 42% — 2, H3(z) = 823 — 12z, ...

The validity of equation (2.58) as the exact solution of equation (2.54) is im-
mediately verified by the direction substitution of equation (2.58) into equation
(2.54) if we take into account that the Hermite polynomials satisfy the Hermite
differential equation

d*H,,(z) _ 9y dH, (x)

.61
(2.61) dx? dx

+2nH,(x) =0, n=0,1,2,...

The orthogonality condition
(2.62) / Hn(x)Hm(m)e_“”de = 771/22"n!5n,m

of the Hermite polynomials ensures that

(263) // ’U’:L,m(x7 Y, Z)un',m' (Z‘, Y, Z) |Z:dedy = 5n,n’5m,m’

— 00

which implies that the expansion coefficients a., ,, can be explicitly calculated from
the £(z,y, z) at any fixed z as follows

(2.64) Apym = // E(x,y, 2)uy, (2, Y, 2)dzdy.
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It follows from equations (2.58) and (2.63) that the power P of the laser beam is

given by
P=[[ Ig@ vy
00 00 -
= Z |an,m|2 // ‘Un,m(xaya Z)|2d$dy
n=0, m=0 -

(2.65) = > anml®
n=0, m=0

The Hermite-Gaussian expansion (2.58) represent an alternative to the ex-
pansion of the solution in Fourier modes in Section 2.2. The Hermite-Gaussian
expansion is especially useful in optics because the laser cavities often produce the
laser beams with only few such modes, see e.g. Refs. 777 Also ideal lenses and
mirrors typically convert one Gaussian beam to another Gaussian beam. There
are many other basis used in expansion of laser beams such as Laguerre-Gaussian
modes, Ince-Gaussian modes and Hypergeometric-Gaussian modes, see e.g. Refs???
The usefulness of all these expansions in nonlinear optics is somewhat diminished
because usually they do not represent exact solutions if nonlinearity is taken into
account beyond the linear equation (2.54).

2.4. Nonlinear sound waves in compressible hydrodynamics and
canonical variables

Consider the motion of ideal (inviscid) compressible fluid (gas) with the density
p, the velocity v and the pressure p. These variables are defined at each spatial
point in r € R and time t. Assume that fluid is barotropic meaning that its
pressure p has an explicit dependence on the density only,

(2.66) p=p(p)-

The conservation of the mass of fluid implies the first Euler equation

0
(2.67) 9P 4 div (pv) =0,
ot
and the dynamics of velocity is given by the second Euler equation
ov 1
2.68 — -V)v=—-Vp.
(268) 5y v V=

Here V := 0, = (8,,...,0,,) is the spatial gradient and divf := V - f is the
divergence of the vector field f.

A particular case of Euler equations (2.67) and (2.68) is the potential flow when
one can fully describe the velocity as the gradient of the wvelocity potential ¢,

(2.69) v = V.
More general non-potential flows are considered in Chapter 3.

Using a vector identity

2
(v-V)v = VV? — [v X curlv],
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where curlf := V x f is the curl operator, we obtain that

2
(2.70) (v-V)v = V% for v=V¢

because curl v = curl V¢ = 0.
Using (2.73) we obtain from equations (2.68) and (2.69) that

2
2+ T 1 wip)

(2.71) R

:0’

where w(p) is called the enthalpy and defined by Vw(p) := p~1Vp(p), i.e.

(2.72) w(p) = / p~'p' (p)dp.
Integrating equation (2.71) over r we obtain that

9 . (Vo)
(2.73) a—f + % +w(p) = f(t),

where f(t) is the arbitrary function of velocity. One can shift ¢ by an arbitrary
function of time, ¢ — ¢ + g(t) without changing the equation of motion because of
definition of the velocity through ¢ in (2.69). Thus one can always set f(¢) =0 in
(2.71) which results in the unsteady Bernoulli equation

od  (V®)?
2.74 — = 0.
(274) 2+ 2L wp) =0
Coupling (2.74) with the continuity equation (2.67) for the potential flow,
9]
(2.75) a—f + div(pVe) = 0,

results in the closed system of equations for the density p the velocity potential ¢.
Generally there is no systematic way to find the canonical Hamiltonian variables
for the continuous media.
Consider a total energy of the fluid,

(2.76) H= / p(Ve)” + e

2
where integral is taken over R”, the first term gives the kinetic energy of the fluid,
and the second represents the internal fluid energy. Also £(p) is the internal energy
density per unit volume which is related to the enthalpy w as follows

9e(p)

2.77 = .

(277) 22 = (o
We aim to represent equations (2.74) and (3.228) in the canonical Hamiltonian

form for continuous media

p)| dr,

o0 _ ot
ot op’
(2.78) op o
ot oq’

where the canonical coordinate ¢ and the canonical momentum p are continuous
function of r: ¢ = ¢(r,t) and p = p(r, ).
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Consider a variation of the Hamiltonian H (2.76) under a variation of ¢ (i.e.
assuming 0p = 0 and varying ¢ only) which gives

5H|s5p—0 = / Vo - Vg dr.

Using Green’s identity to integrate by parts one obtains that
(2.79) SH = — / div (pV6) 66 (r)dr,

where we assumed that ¢ — 0 as |r| — 0 (if § — ¢g = const as |r| — 0, one can
replace ¢ — ¢ + ¢ which ensure ¢ — 0 as |r| — 0 without changing the equations
of motion because of equation (2.69)).

It is discussed in Appendix ??? that a variational derivative for a continuous
function f(r) is given by

6f(r1)
2.80 =J(r; —ra2).
( ) (Sf(l‘g) ( 1 2)
Together with equation (2.79) it results in
(2.81) %{ = —div (pV¢).

A variation of the Hamiltonian H (2.76) under a variation of dp (assuming
do =0) gives
V)2
6H |s54=0 =/ [( 2¢) —&-w(p)] dpdr.

Together with equation (2.80) it implies that

6H  (V®)?

Equations (2.81) and (2.82) allow to write the Euler equations (2.74) and
(3.228) in the canonical Hamiltonian form (2.78) as follows

o _sH
ot ¢’
(2.83) 9 ol
o op’

where p is the generalized coordinate and ¢ is the generalized momentum.

This result can also be obtained from a constrained Lagrangian. To do that
we generalize the Lagrangian (1.56) of finite-dimensional mechanical system to the
continuous medium taking it as the difference between the kinetic energy [ “"Q'—Zdr
and the potential energy [ e(p)dr with an added constraint to satisfy the continuity
equation (3.228). Assume that ¢ is the Lagrangian multiplier of the constraint
(3.228). Then the action S is given by

(2.84) S = /Ldt = / {p‘; —e(p)+¢ {g’t) + div (pv)} } drdt,

where we omitted limits of integration in time between ¢; and ¢5. A variation of the
action (2.85) with respect to the variable v results in the condition for the potential
flow, v = V¢, and variations with respect to the variables p and ¢ lead to Egs.
(2.74), (3.228), respectively. Here we used equation (2.77) and while integrating by
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parts in ¢ for the variation in p we applied the constraints dp(r,t1) = dp(r, t2) = 0,
which are similar to the constraints (1.20). A transition to the Hamiltonian is
accomplished by the Légendre transformation (1.52) generalized to the continuous
medium which gives

(2.85) H= /¢an )

and results in the Hamiltonian (2.76).

Assume that p(r,t) := po+ p1(r,t), where p; is the fluctuation of density above
the average (background) value pg such that p — pg and v — 0 as |r| — co. We
perform a series expansion of the Hamiltonian (2.76) in powers of the canonical
variables ¢ and p;. A Taylor series expansion of the internal energy density e(p)
gives

P o
(2.86) £(p) = (po) + prep(po) + 2 Sr5ee(P0) + SrEppp(p0) + -

The first term in r.h.s. of (2.86) is set to zero to make sure that the Hamilton-
ian (2.76) takes a finite value (i.e. we take into account only fluctuations of the
internal energy about solution with p = pg. The second term in r.h.s. of (2.86)
gives zero contribution to the Hamiltonian because of the conservation of mass
[ p1dr = 0. Thus the first nontrivial contribution to the power series expansion of
the Hamiltonian appears in the quadratic terms

_ [ 2, 2P
(2.87) HQ/LPO (Vo) M dr,
where
(2.88) cs 1= [po2pp(po)]? = [po(po)]*/?

is the speed of sound in compressible fluid. To understand that cs is indeed the
speed of sound, one uses the canonical Hamiltonian equations (2.83) with H = H,
which gives

0
tpl-l-,OoV ¢=0,

0
(2.89) 26 + O
ot '
Excluding ¢ one obtains the linear wave equation
8 p1 2172
(2.90) 2 csVepi.
We define a spatial Fourier transform (FT) of the canonical variables,
ikr
(2.91) pk(t) = @ )D/2 /pl(r t)e”*rdk,
1 —ikr
(2.92) 0u(t) = o7 / 6(r, )e=*rdk,

which satisfies the equations

(2.93) Pk =P-k, Ok =0d_x
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which result from the condition that both p(r,t¢) and ¢(r,t) are real-valued func-
tions. Plugging Inverse F'T,

1 _
pr(r,t) = —F7 [ p(t)e™ dk,
(2.94) (2m)>/ /

p(r,t) = (27&;[’/2 / Puc(t)e™ dk,

into the quadratic Hamiltonian Hs (2.87) and using Parseval’s identity result in

pok? >, 2
2.95 Hs = — — dk.
(2.95) o= [{ 25t + 52
Note that this result is immediately obtained if one plugs in the expressions (A.482)
into Hy (2.87) and perform integration over r. That integration results in Dirac
delta function (distribution) §(k) according to the identity

(2.96) / e*Tdr = (2m)P5(k), r, k € RP,

see Appendix 2.116 for more details on Dirac delta function of Fourier transforms.
The canonical Hamiltonian equations (2.83) after FT take the canonical form

Op _ oH

ot S’
(2.97) b oH

ot (Sﬁk7

for the generalized coordinates px and the generalized momenta ¢x. FT (2.91) is
the continuous analog of DFT of Section 1.10.0.2. It is also necessary to remember
that the conditions (2.91) ensure that only half of the total number of Fourier modes
are independent.

The Hamiltonian equations (2.97) with the Hamiltonian H = Hs (2.95) result
in the dynamical equations

0
T~ Koot =0,
(2.98) din &
-t ipk = 07
ot po

where in calculating variational derivative of (2.97) we took into account that both
px = p—x and ¢ = ¢_i appear twice in the integral for each k because |px|? =
|p—x|? and [d]* = |o—x[*.

The dynamics of each pair of the canonical variables px and ¢y in equations
(2.98) represents a harmonic oscillator with a frequency

(2.99) wr = kes, k= |k,

which is called by a dispersion law of the sound waves. That dispersion law is
convenient to obtain from the system (2.98) by looking at the solution in the form
Pk, P o< ekt which results in a linear homogeneous system with constant coeffi-
cients

— iwgpk — pok’Pi =0,
. 2
—iwpgk + —pk =0,
Po
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for unknowns py and ¢i. That system, rewritten in a matrix form

—iwi  —pok?
A pk = 0’ A = C2 k po s
P pfg — W

has a nontrivial solution (also called by a compatibility condition) provided the
determinant det A = 0, which results in the dispersion law (2.99). Remark 1: The
same result (2.99) is immediately obtained by calculating w? as the product of the

2 2
coefficients multiplying Lewl” and Ip%l in the integrand of the quadratic Hamiltonian

k
2
(2.95).

The oscillators in (2.98) with different k are decoupled thus representing the
continuous analog of normal modes of Section 1.10. The interaction of different
Fourier modes occurs if we take into account a next order of nonlinearity (cubic
nonlinearity) from the Hamiltonian (2.76) beyond the quadratic Hamiltonian Hs
(2.87) which gives the interaction Hamiltonian H;,; as follows

1 3
(2.100) Hiny = Hs = / [m (Vo)* + ngLIQ dr,
2 2p5

where we used the Taylor series expansion (2.86) truncated at cubic term O(p})

to approximate the potential energy. Here q := é%ep,,p(po) = %2}::7((,;?)) is the
dimensionless constant of the order of one. In contrast, the kinetic energy does
not have terms of higher order than cubic so that the Hamiltonian Hy 4+ Hj3 in
(2.87) and (2.100) take into account terms of all order for the kinetic energy K =
3 [(po + p1)(V¢)?dr of the full Hamiltonian (2.76).

Similar to the case of finite number of oscillators considered in Section 1.11, we

introduce the complex variables ax and ay for the continuous media as follows

k2 1/2
kK = <,00> (ax + a—x),

ka

Wi 1/2
¢k = — (2p0k2> (ak - dfk),

where wy, is given by the dispersion law (2.99).
Using equations (A.482) and (2.101) we rewrite Hz (2.100) in the following
form

(2.101)

H3 = /(Vk1k2k3l_lklak26lk3 + C.C.)é(kl — k2 — kg)dkldkgdkg

1

(2.102)
+ = /(Uk1k2k3aklak2ak3 + C.C.)5(k1 + k2 + kg)dkldkgdkg,

3

where the matrix elements of U and V have the following symmetry properties:

Ukykoks = Ukiksks = Ukgkakys Viikaks = Viiksks
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and are given by

1/2
1 1
Uk1k2k3 = Vk1k2k3 = 4(27T)D/2

2p0
(2.103) x { 3qc? Fakaks n (wklwzw ) e ks (ki - ko)
. * (wiy wkgwk3)1/2 Wiy kyks

Why kiks3 W, koks

1/2 1/2
+ (wklwkg) / kQ (kl k3) + <wk2wk3) / kl (kg k3) } )

We note that Uk, koks = Viykoks i equation (2.103). This is however a pure
coincidence because the matrix elements Uy, r,1, and Vi, .k, are defined on the dif-
ferent resonant manifolds determined according to two Dirac ¢ functions in equation
(2.102) by the conditions

(2.104) ki =ky + k3
and

(2.105) k; = —ko — ks,
respectively.

Equations (2.102), (2.104) and (2.105) have a simple interpretation in terms of
quantum mechanics if we recall that a; and a; are the classical analog of the annihi-
lation and creation operators, respectively. Also k is the analog of the momentum.
Then the term o @, ax,ar,6(k; — ko — k3) in equation (2.102) corresponds to the
process of the annihilation of two quanta with momenta ks and k3 with the creation
of the quantum with the momentum k;. The term o a; a, ar,0(k, —ko —ks) in
equation (2.102) corresponds to the process of the creation of two quanta with mo-
menta ko and k3 with the annihilation of the quantum with the momentum k;. In
a similar way, the terms o a; ax,ar,6(k; — ko —k3) and @, ax,ax,6(k; — ko —k3)
in equation (2.102) correspond to the processes of the annihilation and the creation
of three quanta with momenta ky, ks and ks.

2.5. Electromagnetic waves in nonlinear dielectric and nonlinear
Schrédinger equation

Propagation of electromagnetic waves in nonlinear dielectric is described by the
Maxwell’s equations [LL84]

10B

2.1 E=_=
(2.106a) V x T

10D
2.106b B=-—
(2.106Db) V x e
(2.106¢) V-D =0,
(2.106d) V-B=0,

where the centimeter-gram-second system of units (CGS) is used (see Appendix
7777 for Maxwell’s equations written in the International System of Units (SI)), ¢
is the speed of light in vacuum, E is the electric field, B is the magnetic field and
D is the electric displacement field (also referred to as the electric induction). We
assume that the medium (dielectric) is non-magnetic meaning that the magnetic
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induction equals to the external magnetic field B. Applying curl to both 1.h.s. and
r.h.s. of equation (2.106a) and using (2.106b) to exclude V x B results in

1 9°D

Recalling a vector identity
(2.108)  curlcurl E=V xV x E = V(V-E) — V’°E = grad div E — V°E
and assuming that
(2.109) divE=0
we obtain from equation (2.107) that

1 9°D

2 [
(2.110) VE= oo

Assumption (2.109) is usually well satisfied for laser beam propagation in dielectric
media and is discussed below.

Equation (2.110) (as well as Maxwell equations (2.106)) is not closed because
we have to additionally take into account the response of the dielectric to the electric
field, i.e. a relation between E and D.

Electric field E induces a polarization P in the dielectric such that

(2.111) D =E + 47P,

where P = (P, P, P3) depends on E = (E1, Es, F3) as a power series

(2.112)
3 3 3
LN NL ~(1 (2 (3
Ppi= PN 4 PV N DB+ N (8 BEL+ Y R BB B, +
=1 I,m=1 l,m,n=1
3
where Pj(LN) = > )Zg.})El is the linear part in E of polarization, Pj(NL) is the
=1

nonlinear part of polarization, the tensors 5(5}), )Zﬁv)n and )Zﬁ)qm are linear, quadratic

and cubic susceptibilities of the media, respectively.

Generally xU), j = 1,2,3, are integral operators over time and spatial coor-
dinates to account for the finite response time of the medium and the nonlocality
of medium response in space. However, the spatial nonlocality of response (called
by the spatial dispersion) is usually very small [LL84] and neglected below. That
smallness can be estimated as follows for dielectric media. A typical energy for the
transition from the ground state to the excited state of atom under the action of
electromagnetic wave is about the Borh energy Ep = €?/rp, where e is the charge
of an electron, rg = h?/(mce?) is the Bohr radius, m, is the electron mass and
h is the Planck’s constant [LL76]. Ep is about the energy of the phonon, i.e.

Ep ~ hc/\, where X is the wavelength of electromagnetic wave. It follows from
2

there that rg/A ~ = £ =7.297...-107% < 1 (« is the fine-structure constant)

ensuring smallness of the spatial dispersion.
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After we neglect the spatial dispersion, the linear response takes the following
general form

(2.113)

3 t 00
:Z/X (t—t)E(r Z/Xal (t —t")Ey(r,t")dt’,

=1_ =1

where XS)(t —t') is the kernel of the integral operator 5(2) The causality of the

response requires that Xﬁ)(t —t') =0 for t <t (i.e. there is no influence of future
values of Ej(r,t'), t < t' on the polarization at the time ¢) which allowed to extend
integration to the entire real axis in r.h.-s. of (2.113) thus producing a convolution.
We insure the causality by requiring that X;})(t -t =0(t- )X§ z)(t —t'), where
O(-) is the Heaviside step function such that ©(x) =1 for x > 0 and O(x) = 0 for
z < 0.

Fourier transform (FT) over time

(2.114) fu(r) = / f(r,t)e™tdt
transforms convolution of (2.113) into the local expression

(2.115) P (x Z X§to B

Note that we chose for FT (2.114) to have zeroth power of 27 to be consistent

(1)

with the standard definition of x;;%, in theoretical physics as e.g. in Ref. [LL84].

Respectively, the inverse FT is given by
1 (o)

(2.116) flr,t):= > / fo(r)e™™tdw,
™

see also Appendix A.4 for more discussion on FT.
Consider a propagation of a light wave with the linear polarization pointing
along the unit vector n. Then the electric field has the following form

(2.117) E =nE,

where E = |E|. Neglecting the generation of the other components of E beyond
the direction n, we reduce equation (2.115) to the scalar expression

(2.118) P£LN)(r) =n- P(E)LN)(I‘) = XS)EW(I‘),
where
(2.119) = Z X ngm.

7,l=1

Neglecting the nonlinear polarization, P;NL) = 0, we obtain from equations
(2.111) and (2.118) that

(2.120) D,(r):=n-D,(r) =e(w)E,(r),
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where
(2.121) e(w) =14 4my(w)

is called by the linear permittivity of the medium. FTs of equation over r and ¢
together with equation (2.120) result in the dispersion relation for dielectric medium

wle(w
(2.122) = %

which describes the propagation of a monochromatic linearly polarized wave?

(2.123) E= g [Eer—it 4 e
along k. Here £ is the constant complex amplitude of wave and we consider the
wavenumber k(w) = |k| to be the function of w, as given by the dispersion relation
(2.122). Comparison of (2.122) and (2.123) allows to conclude that the phase
velocity of light propagation in the dielectric medium is given by c¢phase = w/k(w) =
c/ ei,/ 2, where the phase velocity is defined as the speed of propagation of the phase
¢ :=k -r — wt. Note that in optics is usually more convenient to express k through
w as in (2.122) which is in contrast with the dispersion law wy of general linear
waves as e.g. in (2.99), where w is assumed to be the function of k.

Consider a propagation of a quasi-monochromatic light wave along z := x3 axis
with the linear polarization along the unit vector n in (z,y) := (1, x2) plane. Then
the electric field has the following form

(2.124) E = g [E(r, t)etkoz=i0t L],
where wy is the carrier frequency, kg is given by

w?e(w)

2

(2.125) k3 =
c w=wo

according to (2.122) and &(r,t) is the slow function of r and ¢ (envelope). Quasi-

monochromaticity of light means that the width Aw of &, (r) is small compare with

wo-

(2.126) Aw/wy < 1

as sketched in Figure 777. Aw is defined e.g. by full width at half maximum
(FWHM) of |E,|?. Limit Aw — 0 recovers the monochromatic light wave (2.123).

Condition (2.126) allows Taylor series expansion of k(w)? for (w — wp)/wy < 1
as follows

(2.127)  k(w)? = kg + 2kiko(w — wo) + [(k))? + kf kol (w — wo)? + O(w — wp)?

where kg := k(wp), k' (wo) := (%) |w:w0 = v;l, vy is the group velocity at k = ko
and

d’k
(2.128) kY = <2)

dw? )| 0,

is the group velocity dispersion (GVD) which is also sometimes called by the second
order cromatic dispersion or simply dispersion.

2See e.g. Ref. [LL84] for more discussion on polarizations of electromagnetic waves.
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Assume that the medium is centro-symmetric one, i.e. the medium does not
change its properties under the inversion r — —r. That property requires that that
x® = 0. We then add the cubic nonlinear response x from (2.112) into (2.120)
which gives

(2.129) D(r,t) = éE(r,t) + 4arx P E3(x, 1),

where ¢ is the linear integral operator which is the inverse transform of (2.121).
Last term in r.h.-s. of equation (2.129) is understood in a sense that we take into
account the nonlinear response x(®) only near the carrier frequency wy. Generally
x®) is the integral operator in time. However for light with a narrow frequency
band as given by (2.126) at leading order we evaluate x®) only at w = wy thus it
turns into constant. It implies that in cubic term

(2130) ES — §‘5‘2gezkoz71wot + §E363’LkOZ7SZWOt +eec.

we take into account only first term in r.h.-s. where we used equation (2.124).
Plugging in (2.129) and (2.130) into equation (2.110) we obtain that

) ) 1 62 ) )
2.131 2 tkoz—iwot] _ = Y (2 3) 12 ikoz—iwot
(2.131) VZ[€e ] 290 [(E€ 4 3mx*V|E]*E)e ]
The nonlinear term in equation (2.131) is approximated at the leading order as
1 9 37TX( Jwi

(2132) 37TX |g|2geikoz—iwot] ‘5‘25 ikoz— zwot

2 8t2 [
i.e. we differentiate over time only fast exponent with the frequency wy and neglect
time derivatives of £.

FT over time of the first term in r.h.-s. of equation (2.131) gives —k(w)?&,_,, e 0%
Using the expansion (2.127) for that term and performing inverse FT over w via
equation (A.500) of Appendix A.4 we obtain from equations (2.125), (2.131) and
(2.125) that

(2.133)

o0& o0& 0%E(r,t 37 ®)w2

22](106 + QZkOk‘lOE + Vi - [(k6)2 + k’gko} 8552, ) = X 0
Equation (2.133) has second partial derivatives both in ¢ and z representing at
the leading order the linear wave equation for the envelope £ with the velocity of
propagation v, (the group velocity of light in the dielectric medium, v, = 1/kg).
First two terms in l.h.-s. of equation (2.133) correspond to unidirectional wave
propagation in the form & = f(z — vgst) with the constant velocity v, = 1/kj,
where f is the arbitrary continuously differentiable function and vy = 1/k{ is the
group velocity of light in the dielectric medium. Similar to the reduction of equation
(1.189) to equation (1.191), we account for that fast dynamics by the transformation
to the frame of reference moving with the the group velocity v,. However, it is
natural in optics to measure a distribution of light at different fixed spatial position
rather than to move detector with the group velocity. This motivates to introduce
a retarded time T to account for the moving frame of reference as follows

£

(2.134) Ti=t— Ui —t— k>
g
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while the longitudinal spatial coordinate z does not change,
(2.135) (:=z.

Transforming to new variables 7 and { we observe that the following two terms

nearly cancel each other,
0?E %€ 0 0\ o0& o€
— — kP — — 2k k
92 "0 gz ‘(ag 057 ) ac| <™ |ac)
where we use that the amplitude £ changes slowly at the spatial scale 1/kg.
Using equations (2.125) and (2.133)-(2.136) we obtain the nonlinear Schrodinger
equation (NLSE)
85 1 kg 0?E (v, t) 3mx P ko

ge L2 _ 2
(2137) 6C + 2k0v 2 37‘2 28(6«)0) |g| 67

(2.136)

where V2 = W + 872 is the transverse Laplacian. It follows that ¢ = z plays the
role of the evolutionary variable of the standard form of NLSE, while the retarder
time 7 plays the role of the third coordinate. Thus the role of time and longitudinal
coordinates are reversed in optics with respect to NLSE.

We transform NLSE (2.137) into the dimensionless form by the scaling trans-
form

(3)
e (@.9) = @ ko, 7= ="

e(wo) kg1
which results, dropping tildes, in

Ot VR sign(kf) 0+ sl =0,

(2.138) b =

(2.139) 5

where we assume that Re(y®) = x®.

Negative GVD, k{j < 0 is called the anomalous dispersion. The word “anoma-
lous” is historic and actually it is frequent for dielectric media to have kj < 0.
Equation (2.139) with the anomalous dispersion results in three-dimensional (3D)
NLSE

82
(2.140) z—cw +V3iy+ 520+ sign(x®)|y|?y = 0.
Depending on sign of x®), NLSE (2.140) is called by the focusing NLSE
92
(2.141) z—w+v Y+ 2¢+\¢\2¢=o
aC or
for x® > 0 and the defocuszng NLSE
(2.142) Cl/}—&-V ¢+ — Y2 =0.

for x(3) < 0. In focusing case the nonlinearity adds to the linear focusing of wave
while in the defocusing case the nonlinearity contributes to the defocusing.

Positive GVD, kj > 0 is called the normal dispersion and occurs in many
media. Equation (2.137) then results in hyperbolic NLSE

2
(2.143) L I TQw + sign(x®)[¢[*¢ = 0,

C



68 2. HAMILTONIAN SYSTEMS IN CONTINUOUS MEDIA

where the usual 3D Laplacian as in (2.142) is replaced by the hyperbolic operator
Va_ - 2 Hyperbolic NLSE is also focusing for x®® > 0 and defocusing for

or2:
x® <o.
For long pulses 38—7_221/) — 0 and NLSE (2.139) is reduced to the stationary NLSE
0
(2.144) i5e?+ Viv+sign(( vy <o,

which is focusing for x(® > 0 and defocusing for y©® < 0.

Above we assumed that both ¢, and x® are real constants. However, Kramers-
Kronig relations [LL84] imply from causality that e(w) has both real and imaginary
part. Consider light propagation through the medium in the frequency range where
g(w) can be considered real, Re[e(w)] = e(w), with high accuracy. That frequency
domain is called by a window of transparency with light propagating without any
losses which justify our above derivation of NLSE. Adding small imaginary compo-
nents into ¢,,, and x® would add dissipation to NLSE.

2.6. Hamiltonian form of Maxwell’s equations for dielectric media with
constant uniform linear medium susceptibility

Smallness of the losses in transparent optical media suggests to look for the
Hamiltonian equations for the electromagnetic wave propagation in a window of
transparency. Consider a simplest case of Maxwell equations in dielectric with
constant and spatially uniform scalar susceptibility e = Re(e) = const such that

(2.145) D =¢E.

We assume that dielectric medium occupies entire space r € R3. Dielectric medium
implies that there are no free charges. For the electromagnetic field we introduce a
scalar potential ¢ and a vector potential A as

10A
2.14 E—_-92_
( 6) c Ot v
and
(2.147) B=VxA.

The first and fourth Maxwell’s equations (2.106a) and (2.106d) are identically sat-
isfied for any ¢ and A as follows from (2.146) and (2.147). There is a freedom
in choice of ¢ and A which satisfy two other Maxwell’s equations (2.106b) and
(2.106¢). We choose the Coulomb gauge,

(2.148) divA = 0.

Equations (2.106c), (2.145), (2.146) and (2.148) result in the Laplace equation
V2 = 0 which allows only a constant solution ¢ = ¢, remaining finite in r € R?,
where g = const is the arbitrary real constant as a function of r. That constant
does not affect the Maxwell’s equation because it enters only through the spatial
gradient in equation (2.146). That equation then reduces to

10A
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Using equations (2.147), (2.148) and (2.149) we obtain from the second Maxwell’s
equation (2.106b) that A satisfies the wave equation
e O’A
2.150 VA= —
(2.150) EREToR

where we used the vector identity (2.108) (with E replaced by A).
The energy of electromagnetic wave in the medium with constant linear dielec-
tric constant ¢ is given by [LL84

]
(2.151) H:/Siﬂ (B? 4 E?) dr.

Assume that A is the canonical momentum for the Hamiltonian (2.151). Then
the variational derivative

2
57H:5f$(V><A) dr:fﬁ(VxéAy(VxéA)dr:ivxva
oA 0A oA 4
1 e OE
allows to define the canonical coordinate
cE

2.1 K =_--""
(2.153) e

where we assumed that E is independent on A and used the second Maxwell’s equa-
tion (2.106b) together with equation (2.145). We also performed the integration by
parts for curl which gives [(V x £)2dr = [f-(V x V x f)dr for the function f with
the decaying boundary conditions |f| — 0 as |r| — oo.

The variational derivative of H over K using the definition (2.153) and equation
(2.149) gives that
5£ _ 5f éEer _ 47TC2K R %
0K 0K 5 ot

Thus we obtain from equations (2.152) and (2.154) that the Maxwell’s equations
(2.106) in the Coulomb gauge (2.148) for the dielectric with constant uniform linear
medium susceptibility ¢ have the Hamiltonian form

(2.154)

oA _ o

ot K’
(2.155) oK ol

ot~ SA

where A is the canonical coordinate, K (2.153) is the canonical momentum and
the Hamiltonian H is the total energy (2.151) rewritten in terms of the canonical
coordinates as follows

(2.156) H= / dr.

(VxA)?  2rPK”
JF
8 £(po)

2.7. Hamiltonian equation of the propagation of light wave in a single
direction

If we take into account a time dependence of the linear susceptibility as well
as the nonlinearity then recovering of the Hamiltonian structure of the Maxwell
equations coupled with the media response is not straightforward as in section (2.6).
As example consider 1D propagation of linear polarized electromagnetic wave along
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z. Similar to previous section we look at the solution in a window of transparency.
We assume that the nonlinear susceptibility x(® is time independent (constant) so
that x(® equation (2.129) is valid and together with equation (2.110) it results in
the closed dynamical equation
0? 1 02

2.157 T E=— [éE dry O B3]

( ) 022 2 Ot? +amx
Here £ is the inverse transform of (2.121) which results in the linear integral operator
over time

(2.158) EE(z,t) = /a(t—t’)E(z,t')dt’,

where e(t — ) is the kernel of the integral operator & satisfying (similar to equation
(2.121)) the causality condition e(t —¢') = 0 for ¢ < ¢. We recall that in optics the
dispersion relation (2.122) looks on k as a function of w rather than on w as the
function of k as we do for the general linear waves as e.g. in equation (2.99). Qual-
itatively similar, in the derivation of NLSE (2.137) the roles of the spatial variable
¢ and the time variable 7 are reversed (evolution along () in comparison with the
derivation of NLSE in Section 7777 for the general nonlinear waves. It motivates
to look for the Hamiltonian equations for light wave propagation in following form

op_on
0z 6¢’

(2.159) oo i
dz  dp’

where p and ® are the canonical coordinate and momentum for the Hamiltonian
dynamics in z. Comparison of equations (2.159) with (2.83) shows that we use z as
the evolutionary variable instead of ¢ in (2.83). We also notice that ¢t is somewhat
similar to z in a sense that, assuming unidirectional propagation along increasing
z in equation (2.157), we obtain that |(% + C%t) E} < ‘%E| , |%%E|. Here we
neglected the linear susceptibility, i.e. assumed that éE ~ E in equation (2.157).
In other words, at leading order the partial derivatives over z and ct nearly cancel
each other. Better cancelation would be achieved if instead of ¢ we use the phase
velocity in the medium, wq/ko, as given by equation (2.125). That however requires
quasi-monochromatic wave propagation as considered in Subsection 2.5.

There are no general recipes for the introduction of canonical variables in con-
tinuous media. To represent equation (2.157) in the Hamiltonian form (2.159) we
use the analogy with the linearized equation of the compressible hydrodynamics
(2.90) which reminds the linear part of equation (2.157). Equation (2.90) is equiv-
alent to the system of equations (2.89) provided we use the additional variable ¢
there. It suggests to introduce the axillary variable p which is the rescaled the
electric field £

(2.160) pi=ak
and another axillary variable ¢ such that
ap 0%¢
2.161 — — =0
( ) 0z +5 ot? ’
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where nonzero real constants « and 3 > 0 are determined later at our convenience.
Equation (2.161) is similar to first equation in system (2.89). We introduce the
analog of the second equation in system (2.89) as follows
99 1 —2.(3).3

(2.162) 5 T 5 (Ep +ama~2y®)) ) —0.

The system (2.160), (2.161) and (2.162) is equivalent to equation (2.157) if one
excludes ¢ and expresses p through F according to (2.160). A comparison with the
quadratic Hamiltonian (2.87) immediately suggests to choose the first term of the

2
Hamiltonian for the system (2.161) and (2.162) as [ (%—f) dt as well as it infers

that two other p-dependent terms must be [ pépdt and o [ x®) ptdt. Choosing
the proper constants which multiply each of these three terms we obtain that the
Hamiltonian

(B (os, 1 . m®,
(2.163) H= / {20 (815) +2ﬂc3pap+a2503p cdt

together with the Hamiltonian equations (2.159) recovers the system (2.161) and
(2.162). In other words, Note that calculating variational derivative over p uses the
symmetry between integration variables ¢ and ¢’ in the term

/pépdt: /p(z,t)e(t—t')p(z,t')dt’dt

of the Hamiltonian (2.160).
A comparison of the first term in integrand of equation (2.163) with the first
term of the Hamiltonian (2.151) suggests to define the magnetic field as

1/2
(2.164) B=+ (W) 99

c ot’

where the sign can be chosen at our convenience and we assume that cdt factor of
equation (2.163) is the analog of dr in the Hamiltonian (2.151).

Assume that E (and respectively D) is parallel to  axis. Then B is parallel to y
axis and the first two Maxwell’s equations (2.106a) and (2.106b) take the following
form

oF 10B

(2.165a) 9 o
0B 10D
(2.165b) T o

where D = éF + 47x(®) E3. Using equations (2.160), (2.164), (2.165a) and (2.165b)
we obtain that

B 035 1/2
(2.166) a=+ (M) :

where the sign is the same as in equation (2.164). The Hamiltonian (2.163) take
the following form

1
(2.167) H=_— / {B2 + B2E + 2WX<3>E4} cdt

:87r
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which does not depend explicitly on the remaining free parameter 3. The Hamilton-
ian (2.167) is the natural generalization of the Hamiltonian (2.151) to the medium
with both time-dependent linear response and cubic nonlinearity provided we in-
terchange ¢ and z. The Hamiltonian equations (2.159) and (2.167) together with
the expressions (2.160), (2.164) and (2.166) are equivalent to Maxwell’s equations
(2.165). The free parameter 3 > 0 as well as sign in expressions (2.164) and (2.166)
can be chosen at our convenience. E.g., it can be chosen such that

E

2.168 = ——
( ) P 4dre’

which is similar to the definition of K in equation (2.153) except that we do not
include ¢ in the definition. Then equations (2.160), (2.164), (2.166) and (2.168)
imply that

1

4mc’

1
4w’
109

c3 ot
It follows from the last equation in (2.169) that A := —C% is the analog of the z
component of the vector potential (2.147).

The quadratic Hamiltonian H5 is immediately obtained from the general Hamil-
tonian (2.167) using equations (2.168) and (2.169) which gives after FT (2.116) over
t that

(2.169)

1 w?
(2.170) Ha =5 [ |golou +arc@ln. | o

Here we multiplied Hy after FT (2.116) by the factor 27 because FT (2.116) is
not the canonical Hamiltonian transformation but requires that multiplication to
preserve the canonical symplectic structure, see Appendix ??? for more discussion
on that. Similar to equation (2.95), the dispersion law k(w) is obtained by the
product of terms multiplying |¢,|?> and |p,|? in Ha (2.170) which results in the
dispersion relation for dielectric medium (2.122).

A transformation to complex variables is given by

w? B
@am) P =\ rry O+ -
[27cdk
G = —1 760)2(&}) (aw — C_lfw).

Taking into account the fourth order term in the Hamiltonian (2.167) beyond Ho,
we obtain through FT (2.116) by using equations (2.171) the following form

4
1
H:/k(w)|aw|2dw+§/Twmwwawlama%awé(wl+w27w37w4)Hdwl-Jro.t.,

i=1

where the matrix element 7., ,,wsw, Of four-wave interactions is given by
6mx® Wiwiwiw?
k1kokska

(2.172) Torwngos = 5

1/2
} , kii= E(w;).
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and o.t. means other terms of the type a,, a,,aw; 0w, @y, @, 0w; a0, and their com-

plex conjugates. Similar to equation (2.170), we multiplied H in equation by the
factor 27 because of noncanonicity of FT (2.116). 777

2.8. Nonlinear Schrodinger equation for the propagation of narrow
wave packet in general media with cubic nonlinearity

77?7 We consider the cubic NLSE in the spatial dimension D with a power law
nonlinearity

(2.173) iy + V2 + |92 = 0,

and decaying boundary conditions v (r,t) — 0 for |r| — oo.

2.9. Hamiltonian Formalism in Continuous Media

Sections 2.4 and 2.7 provided examples of the introduction of the canonical
Hamiltonian variables in continuous media such as compressible hydrodynamics
and nonlinear optics. The introduction of a Hamiltonian structure for conservative
nonlinear media is a generalization of the Hamiltonian formalism for systems with a
finite number of degrees of freedom (1.1) (parameterized by a discrete set of indices
like j) to systems with a continuum number of degrees of freedom parametrized by
the continuous set of variables such as the continuous spatial variable r in Section
2.4 or even time in Section 2.7. In this section we consider a general case of a
description of the dynamics of waves evolving in a continuous medium by means of
canonical variables.

There are no general recipes for the introduction of canonical variables in con-
tinuous media. As we demonstrated in equation (2.85) of Section 2.4 and in more
examples below throughout this book, 777 it is sometimes useful to make use of
a Lagrangian formulation with constraints with the Lagrangian multiplier(s) used
to enforce which a fraction of equation(s) of motion. This method, which was first
introduced in the work of B.I. Davydov [Dav49] is justified when the expression
for the Lagrangian without the constraints comes directly from mechanics or field
theory. Such procedure of finding the canonical variables is especially successful
in application to systems of hydrodynamic type that is considered throughout this
book in Sections ?77. It includes nonlinear waves in plasma, in hydrodynamics and
magnetohydrodynamics.

In this section it assumed that the canonical variables are known so that the
medium is described by a pair of canonical variables which are the generalized
coordinate ¢(r,t) and the generalized momentum p(r,t) with the spatial coordinate
r € RP. The evolution of these variables is given by the Hamiltonian equations

Op _ _O0H 0q _o0H
ot 8¢’ Ot  p’
Here the Hamiltonian H is a functional of p and q. We assume that the Hamil-

tonian has a general form of a series in powers of the canonical variables as follows
(2.175)

H= ZZ/G%(I‘M...,rj,rj_H,...,rn,t)p(rl)...p(rj)q(rj+1)...q(rn)drl...drn,

n=0 j=0

(2.174)

where the integral kernels G, (r1,...,Tj, L1, ..., I, t) are called the matriz elements
and we omitted the common argument ¢ in both p and ¢ assuming the instantaneous
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response of the medium (i.e. G%, p and g depend on the same t). Here n is the order
in powers of both canonical variables so that for each given n one has the extra
summation over all possible orders j of p such that 0 < j < n. The terminology of
the matrix elements originate from the perturbation theory of quantum mechan-
ics (see e.g. [LL76]). For our purposes it essential that all physical properties of
particular nonlinear problems are included into matrix elements. Thus different
physical systems are mathematically equivalent if they have the same matrix ele-
ments although physical interpretations of the canonical variables p(r,t) and ¢(r, t)
might be significantly different as we already encountered in Sections 2.4, 2.7 and
many more examples are given in subsequent sections.
Without loss of generality we assume that all matrix elements

G (r1,...,Tj,Tj41,...,Tp, t) are symmetric with respect to any permutation (inter-
change) of either the coordinates rq,...,r; or the coordinates rj41,...,ry, i.e.

(2.176) GI (ry, ..., rj,Tj41,..., Ip,t) = GI (g, s Ty Tl s Tl s ),

where (l1,l2,...1,lj41,...,1,) are all distinct integers such that 1 < I, < j for
1<m<jand j+1<[, <nforj+1<m<n.

If initially (after the derivation from a particular physical system)
G (r1,...,Tj,Tj11,...,Tp, ) is not symmetric then without loss of generality we can
bring it to the symmetric form (2.176) by the following symmetrization procedure:
(2.177)

~ . 1 .
G%(rl,...,rj,rj+1, ...,I‘n,t) = m Z Z G‘Zl(rh?""rjn7rlj+17""rln,7t)7

ll,...,l]‘ l]'+1,...,ln

where two sums are over all possible permutations of I1,l2,...1; and lj41,...,l,,
respectively, with the range of values of (I1,l2,...1;,lj41,...,(n) defined after equa-
tion (2.176). Also m in equation (2.177) is the normalization factor to account
for the total number of such permutations. We note that the permutations in equa-
tion (2.176) are compatible with (2.175) (it amounts just to relabelling of the two
group of integration variables (ri1,...,r;) and (rjy1,...,rn). Below we omit ~ sign
over all GJ, assuming that such symmetrization was performed in advance.

The zero order term n = 0 in equation (2.175) does not enter into the dynamical
equations 2.1 so it can be set to zero without loss of a generality. The first order
term n = 1 in equation (2.175) accounts for the possible existence of the external
forces acting on the system (i.e. forces which do not depend neither on p or on gq.
Below we assume that the external forces are absent then without loss of generality
we assume that the expansion (2.175) begins with quadratic terms in p and g.
For spatially homogeneous media the structure functions G% are functions of the
differences (r; — r;) only. We also from now on assume no explicit dependence of
GJ on t. Then the quadratic term Hy in the expansion (2.175) has the following
general form:

(2.178)

o = 5 [ TAG = )p(wp(e) + 2B(x = )plo)a(e)+Clr - ¥ )a(w)a(x)] v’

where A(x), B(x) and C(x) are arbitrary continuous functions of x. The assumed
symmetrization procedure (2.177) requires that

(2.179) A(—x) = A(x) and C(—x)=C(x).
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We now diagonalize the quadratic Hamiltonian (2.178) to solve a problem of
the stability of the medium under small perturbations using the expansion of p, g,
A, B and C in the harmonics of the spatial FT (2.9) over the coordinate r. Plugging
in such expansions into equation (2.178) results in

1 « * *
(2.180) Hy =5 /[Akpkpk + 2Biprqi + Crarar)dk.

The symmetry properties (2.179) as well as the real valued property p,q, A, B,C €
R imply the following symmetry property of Fourier harmonics
P—k =Dk G-k = i
A=A =A_y, C,=Cf =C_y,
B, = Bik = Br,k + Z-Bi}k = Br,—k: — Z'Bi7_k.
In the k-representation equations (2.174) then take the form
Opk _ OH Ogx _ OH
ot g ot opr

The equations for small perturbations are obtained from this by varying the Hamil-
tonian Hs. Analysis of these equations shows that waves can propagate in the

medium with frequencies
w1,2 = _Bi,k =+ \/ A Cy — Bf)k.

The medium will be stable with respect to small perturbations if
(2.181) ACy = BE;, >0

and, respectively, unstable in the opposite case. The latter case, for instance, can
be realized in a cold plasma with a monochromatic electron beam when plasma
electrons and beam electrons can be considered as two independent fluids.

In the following we shall assume that the stability condition (2.181) is satisfied.
For media that are invariant under reflection (B(r) = B(—r)), one obtains

Bix =0 and wj = A,Cy — B},

We further carry out a canonical transformation from the variables p; and gy,
to normal variables a, and aj:

(2.182) pr = Ugay, + Uga”,, (Uy =U_y),

ar = Viap + Viia®,, (Vi =Vy).

in which the quadratic Hamiltonian is

(2183) H2 = /wka,’;akdk,
and the equations of motion have the form:

8ak 0H
2.184 =5 = .
( ) ot Z(Saz

Here wy, denotes one of the functions wy ».
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Substituting the transforms (2.182) into (2.178), from a comparison with (2.183)
we get a system of equations for determining U and Vj. By requiring that this
transformation is canonical, we get

U Vi — UiV = —1
and find from this system

(Brx — iwor)

Uy = i——=———">exp(ips) ,
g V2Awop (i)
Ap
Vi = —1 ) .

A 1 ooy exp(ipk)

Here woy, := sign[Ag](AxCk — Bf,k)l/2 and ¢y is an arbitrary phase factor, which
we set equal to zero from now on (this corresponds to a simple redefinition a; —
ape’?r).

Let us now explicitly consider the frequency

(2.185) wi = —Bik + sign(Ak)\/m

which is the dispersion law (dispersion relation) for the waves. It is essential that
the sign of the frequency coincides with the sign of the wave energy in the nonlinear
medium?. By this reason all waves can be divided in two big classes: waves with
positive energy and waves with negative energy. All well-known waves (gravity and
capillary waves on the fluid surface, acoustic and electromagnetic waves, and so on)
belong to the first class. The waves with a negative energy typically appear in media
with some current (it may be electron or ion beams in plasma, or flow of one fluid
with respect to another, etc.) and in this case the origin of a negative frequency
is connected with the Doppler effect. One should say that there is no principle
difference in the nonlinear interaction between waves within their respective classes.
This arises for the interaction between waves with positive and negative energies.
In the particular case By = 0, Eq. (2.185) is reduced to

(2.186) wi = AkCk.

Thus wi in that particular case is immediately obtained from the quadratic Hamil-
tonian (2.180) as the product of the terms Ay and Cy multiplying [pk|? and |gk|? in
teh integrand, respectively. It shows that Remark I of Section 2.4 (that Eq. (2.99)
is immediately obtained from the Hamiltonian as a product of similar integrands)
applies to any quadratic Hamiltonian (2.180) with By = 0. We also note that the
case By = 0 is the most common in applications including considered in Section
2.4.

In order to classify the nonlinear interaction between waves, let us consider
the next terms in the expansion in powers of a and a*, which is obtained after
substitution of (2.182) into (2.175) as follows

(2.187) H=H,+H;,; =Ho+Hs+Hy+Hs+...,

where Hj is the cubic term in powers of a and a*, H, is the fourth order term in
powers of a and a*, etc. Here Hs (2.183) is the quadratic part of the Hamiltonian
responsible for the propagation of non-interacting linear waves while H;,; = Hs +

3Here we assume that the nonlinear interaction is weak so that the energy sign of the nonlinear
medium coincides with the sign of its quadratic Hamiltonian.
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Hy+ Hs + ... is the interaction Hamiltonian which contains all the terms from the
total Hamiltonian H responsive for the interaction between linear waves.
In particular, the cubic term Hg has the general form

(2.188) Hs = /(kalkzaf‘(aklak2 + c.c)d(k — k; — ko)dkdk;dks
1 * * *
—|—§ /(Ukklkz agay, ay, + c.c.)0(k + ki + ko )dkdk; dk
where the matrix elements of U and V have the following symmetry properties:
(2.189) Ukkiks = Ukkoky = Ukokrks Vikiks = Vikoks -

Among the fourth-order terms Hy, we are most interested in the term of the
following form
1 4

— /Tk1k2k3k4a1*<1a;2ak3ak45(k1 -|— k2 — k3 — kg) H dkz,

(2.190) Hyjnt = 5
i=1

where the matrix element of T has the following symmetry properties:

Tk1k2k3k4 = Tk2k1k3k4 = Tk1k2k4k3 = Tf:gk4k1k27
the last of them ensures that Hy ;n+ has the real value as required for the Hamil-
tonian.

Each term in the expansion of H in powers of a and a* has a simple physical
meaning. The equation of motion in the form (2.184) is the limit of the corre-
sponding quantum equations for the Bose operators in the case of a classical wave
field, where the variables a* and a appear as analogs of the creation and annihila-
tion operators. Thus the cubic term in the expansion of the Hamiltonian describes
three-wave processes (the first term in Hj is responsible for processes of decay of
one wave into three waves, the second corresponds to simultaneous creation of three
waves), the next term describes four-wave processes, etc.

It is necessary to say that a calculation of matrix elements in this scheme
assumes a pure algebraic procedure that consists in a substitution of the transfor-
mation (2.182) into the corresponding Hamiltonian, a forthcoming simplification
and a symmetrization of the final result.

For a medium described by several pairs of canonical variables and when Hy
is diagonalized, several wave branches can appear, with dispersion laws w;(k) and
amplitudes a;(k). In this case a summation over all types of waves in each term of
the expansion is needed.

2.10. Three-wave nonlinear processes. Decay instability of
monochromatic wave

Consider a general three-wave Hamiltonian, i.e. it is assumed that

(2.191) H = H, + Hs,
where
(2.192) H, = /wk|ak|2dk

is the quadratic Hamiltonian with the dispersion law wy and

Hjz = /(kaleaiaklab + CC)5(k — ki — kg)dkdkldkg
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1
(2193) +§ /(Ukkleal*(aiil Cli‘;2 + CC)5(k + k1 + kg)dkdkldkg

is the cubic Hamiltonian which describes three-wave interactions. First term with
aj.ax, Gk, in r.h.s of equation (2.193) describes the decay of two waves with wavevec-
tors ki and ks into a wave with a wavevector k. This terminology originates from
the analogy with (quasi)particles decay into a number of other quasi(particles) in
quantum mechanics. The term with ajay ay, can be interpreted as the classical
analog of generation of three waves with wavevectors k, k; ks from “vacuum” in
quantum mechanics. This analogy motivates us to use * in this section to designate
the complex conjugation. Two over complex conjugated terms in r.h.s of equation
(2.193) correspond to the opposite processes (decay of a single wave into two waves
for the term akal"(lai‘(z and annihilation of three waves for a,ax,ax,). The same
interpretation is obtained if we use the Hamiltonian equation

6(Hs + H
(2.194) Dy, = —i T2+ 1) h 2)
day.
together with equations (2.192) and (2.193).
We now consider general effects of three wave interactions. We start from the
decay instability of the monochromatic wave

(2.195) ax = Ad(k — kg)e “ro!,

which is also often called by the pump wave. E.g. in optics pump wave corresponds
to the laser beam entering into the medium. In plasma and hydrodynamics pump
wave typically correspond to the generation of the powerful wave by different in-
stabilities. The substitution of pump wave (2.195) into the equation (2.194) reveals
that it is not the exact solution because the quadratic nonlinearity in equation
(2.194) results in the formation of the second and zero harmonics, similar to what
we obtained in Section 1.13. Then the second and zero harmonics results in the
nonlinear frequency shift. However, that effect corresponds to the second-order per-
turbation theory which is neglected in this Section while we focus on the first-order
perturbations.

In Sections 2.4 and 2.9 we considered the example of computation of matrix
elements of three wave interactions corresponding to the cubic terms in the Hamil-
tonian and the general scheme of their derivation, respectively. Now we consider
effects of three waves in the general Hamiltonian (2.193).

In this Section we consider a decay instability of a monochromatic wave. As-
sume that a nonlinear medium has the stable dispersion law

(2.196) wp >0

for all k. A sign change of wy corresponds to unstable media. Examples of such
unstable media are plasma with beams, hydrodynamic systems with shear flow and
many others, see e.g. Ref. ?7? for more details. The condition (2.196) allows
to exclude the matrix element Uy, k, in (2.193), i.e. neglect terms o a3, (a*)? in
the Hamiltonian (2.193). These terms contribute only to fourth order terms in the
Hamiltonian as explained in Section 777
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Taking into account remaining terms oc V, V* in (2.193) as well the quadratic
term (2.192) we obtain the following reduced Hamiltonian
(2.197)

H = /wk\ak|2dk + /(Vkl‘kzkgailabah + C.C.)é(kl - k2 - kg)dkldkgdkg,

where we added the symbol | into the subscript of V' to visualize the distinction
between positive and negative signs in front of wavevector k; in Dirac ¢ function.
The dynamical equation (2.194) with the truncated Hamiltonian (2.197) is
given by
da

aTk T iwgag = —i / Vielkerlea Gy Gy 0 (K — K — ko) dk dks

(2198) —Qi/Vﬁllkk2ak1alﬁ26(k1 -k — kg)dk1dk2

Consider the stability of the solution (2.195) by looking at ax in the following
form

(2.199) ax = AS(k — ko)e kot 4

where ay is the small perturbation. We substitute equation (2.199) into r.h.s.
of equation and (2.198) and take into account only linear terms in «y (we say
that we linearize equation (2.198) on the background on the monochromatic wave
(2.195)). We also assume that A is constant, i.e. we neglect the depletion of the
the monochromatic wave. Then the linearized equation takes the following form

(2.200)

604k :
: : —twk,t Y *
o +iwkak = =2V, k—ko Ae™ 0 ak Kk, — 21Vk0‘k’k07kAe

—iwkotalt K
0—

SYSE * _Fiwg,t
_21Vko+k|k,koA e 0" Qo +k-

Each of three terms in r.h.s. of equation (2.200) have different physical meaning.
We assume a weak nonlinearity (i.e. nonlinear frequency shift is small) then one
can assume at the leading order of the nonlinearity that oy oc e **. It means that
the first term in r.h.s. of equation (2.200) is ox e™“ko?~Wk-ko? T.e. this first term
corresponds to the process which adds the frequency wy_k, to the main frequency
wk, of the monochromatic wave (2.195) creating a new higher frequency wy given
by

(2201) Wk = Wk, + Wk_k,

This process is not a decay but the new frequency wy creation process with wy >
Wk, , 1.e. it results in the upshift (increase) of the frequency compared with the pump
frequency wy,. Such upshifted frequency (in comparison with the pump wave wy,)
is called anti-Stokes wave in nonlinear optics contrary to Stokes wave which is the
downshifted frequency. This terminology named after Sir George Gabriel Stokes
(1819-1903) who discovered the frequency downshift in the process of luminescence
in the 19th century. The second new frequency wg_k, in (2.201) generally can be
either larger or smaller compare with the pump wave wy, according to equation
(2.201) depending on the particular form of the dispersion law (2.284). Thus the
wave with the frequency wg_x, can be either anti-Stokes wave or Stokes wave.
In optics the dispersion relation is often close to the linear one, wy ~ c|k|, with
¢ been the speed of light. Such linear law implies that equation (2.201) in that
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particular case is reduced to clk| = clko| + |k — ko|. Thus both kg and k — kg
must be parallel to each other and point in the same direction which implies that
Wk—k, < Wk,, i.e. the second new frequency wg_y, corresponds to Stokes wave for
the linear dispersion relation.

The second term in r.h.s. of equation (2.200) is ox e “kofeti@ko-k! turning into
the resonance with ay o e~ *“x? provided

(2202) Wk, = Wky—k + wk.

This process corresponds to the decay on the pumping wave o< e “xo? into the
two waves with smaller frequencies wy,_k and wg. This is the second type of the
resonance which is different from the first type (2.201). Then in terms of nonlinear
optics both waves with frequencies wy,—k and wy are Stokes waves.

The third term in r.h.s. of equation (2.200) is oc e!“ko!~ko+kt, Tt corresponds
to the resonance given by

(2.203) Wk = Wko+k — Wk,

which is another process which is somewhat similar to (2.201) with the pump fre-
quency wy, coupled with wy and wyg,1k. The positivity of wy, implies in equation
(2.203) that wiy+k > Wiy, 1-6. Wik,+k corresponds to anti-Stokes wave. Depending
on the dispersion relation, the wave with the frequency wy can be either anti-Stokes
wave or Stokes wave.

Thus we have three different types (2.201)-(2.203) of resonances. Small widths
of these resonances are determined by the smallness of the amplitude A in equation
(2.195) as we will show below in this Section. Then the overlapping of the resonances
(2.201)-(2.203) can be neglected and each of these three processes can be considered
separately.

The resonances (2.201) and (2.203) do not produce instability as shown in
Problem 1 of [2.10.1]. We consider in more details the second resonance (2.202). In
that case equation (2.200) is reduced to
(2.204) % + lwkak = —21‘/:0|k7k07kAe_iwk0talt07k.

To make a closed system of equations we have to add an expression for aj _, in
which we take into account the same corresponding second resonance (2.202) (by
complex conjugation of equation (2.204) with replacing k — ko — k ) as follows

Do,y
ot
The time-dependent exponent is excluded from equations (2.204) and (2.205) by

the following change of variables

t

(2.205) — Wk 1 = 21V ko kAT € 0 .

* — ~k iwk,t
Qo—k = Ok 0 -

which results in the following homogeneous system of two linear ODEs over time ¢
with constant coefficients

dax | . . -

w +iwkak = =21V i 10—k A%~k
(2.206) 't

04y )

. . . .
ot + (Wi — Wio—k) Oy —k = 21Vigy [ ko — kA k-
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for the variables cy and éy . Here we used the symmetry Vig w1 = Vi e~k
(see equation (2.189)) and k plays the role of the parameter of the ODE system
(2.206).

Looking for the solution of the system (2.206) in the exponential form i, G5, o

e, we obtain the following quadratic equation for A

A2 + i(wk + wk, — wko_k))\ + wk(wko_k — wko) — 4|V0|2‘A|2 =0,

which has the solutions

(Wk — Wiy + Wiy—k)?
4 b

i
(2.207)  Ax = 5ok — Wi~ wip) £ \/4|Vo|2|A|2 -

where we defined for brevity that
(2208) Vko\k,kg—k = Vo.
The growth rate 7x = Re(\4) in equation (2.207) is given by

(2.209) e = \/4|V0|2|A2 (e — wk04+ Wky—k)?
provided

(2.210) |AQ| < 4|Vh]]A],

where

(2.211) AQ = wy — o, + k1

is called by the frequency detuning from the exact resonance (2.202).

The instability with the growth rate (2.209) is called by decay instability . The
growth rate (2.209) reaches maximum Y. = 2|Vp||A| at the resonance manifold
defined by the resonance condition (2.202). The width Aw of that resonance in
frequency domain is determined by the inequality (2.210) which gives

(2.212) Aw = 8|Vpl|Al,

i.e. Aw exceeds Ymqz in four times. Note that typically Vo = Vi |k k—k, is the slow
function of k on the frequency scale of the width Aw so at the leading order of
nonlinearity one can evaluate Vj at the exact resonance (2.202).

It is important that the resonance (2.202) is detuned (separated) from two
other resonances (2.201) and (2.203). For example if |k| ~ |ko|, then all resonances
(2.201)-(2.203) are generally (except for very special choice of the dispersion relation
w = wg) separated in frequency domain by a value ~ wy, because all these disper-
sion relations involve the difference |wx — wy,| which must be equal to |wikik,|
with different combinations of + and — for different resonances.

Often the resonances (2.202) and (2.203) have the smallest separation at k¥ — 0,
i.e. at k < ko. In that case Taylor series expansions result in wx = wk, — Wk,—k =
vgr -k + O(k?) for (2.202) and wyx = wiy+k — wk, = Vgr - k + O(k?) for (2.203),
i.e. these two resonance manifolds approach each other separated only by small
O(k?) terms. Here v, = d;TkOO is the GVD. If the width (2.210) of the resonance
exceeds that O(k?) separation, then both resonances (2.202) and (2.203) have to
be considered together. In such particular case of the overlap of resonances, the
decay instability is modified as was first considered in Ref. [ZR72], see also Ref.
[ZMRS85] for the review. 77?7 Give example for capillary waves.???
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Problemss 2.10

2.10.1 Analyze the dynamics of the perturbation ay near the resonances (2.201)
and (2.203), i.e. find equations similar to (2.207).

Solution. (a) We consider a solution for the perturbation ay near the resonance
(2.201). In that case equation (2.200) is reduced to
8ak
ot
To make a closed system of equations we have to add an expression for ax_i,

in which we take into account only the terms responsible for the first resonance
(2.201). To do that we replace k — k — k¢ in equation (2.200) which results in

(2213) + iwgax = _21Vk\k0,k—ker_ikatOlkka.

Oak_k,
ot

Sy % —iwg, b * Yk * Fiwg,t
— 2V jk—keo ko 2 AT 0 gy g = 2V g i, ATET R0 e

. . —1 t
(2.214) + Wk —k, Ok—k, = _21Vk—ko\k0,k—2k0Ae ko' oy ok,

Ouly the third term in r.h.s. of that equation participates in the resonance (2.201).
Thus we reduce equation (2.214) to
Oak_k,

ot

The time-dependent exponent is excluded from equations (2.213) and (2.215)
by the following change of variables

(2.215)

. _ Y * * _iwg,t
+ Wk Kk Ok—k, = _21Vk|k—ko7koA e ko ay.

— iwk t
Oy, = Qk—Kko€ -

which results in the following homogeneous system of two linear ODEs over time ¢
with constant coefficients

Oday . . -
5 +iwkak = =2V k—ko A0k k>
(2.216) 9
k—k . ~ Y% *
7(,% ¢+ l(wk—ko +wk0)ak,k0 = _21Vk|ko,k7koA o
for the variables ok and dx—_,. Here we used the symmetry Vk*\k—kg,kg = Vk*‘kmkfko

(see equation (2.189)) and k plays the role of the parameter of the ODE system
(2.216). Looking for the solution of the system (2.216) in the exponential form
Qx, Gk, o< e, we obtain the following quadratic equation for A

)\2 + i(wk + Wi, + wk_kg))\ — wk(wk_ko + wko) + 4|‘/()|2‘A|2 =0,

which has the solutions

i _ _ 2
Ay = —%( k + Wiy + Wk-k,) £ \/—4|V0|2|A|2 _ L Wk04 W) ,
where Vi|kok-k, = Vo. Here A are purely imaginary implying stability for all
values of Vy, A and the frequency detuning AQ) = wx — wk, — Wk—k,- Thus the
growth rate is v = Re(AyL) = 0.
(b) We consider a solution for the perturbation ay near the resonance (2.203).
In that case equation (2.200) is reduced to
Ja

(2.217) aTk +iwion = — 2V e, AT g
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To make a closed system of equations we have to add an expression for ayik,
in which we take into account only the terms responsible for the third resonance
(2.203). To do that we replace k — k + kg in equation (2.200) which results in

ao‘k-‘rko
ot
Yk —twkyt ¥ Yk *  Fiwk,t

= 20V ko o A€ 000 — 20Voie i ko AT 2k k-

(2.218) + 1wk +ko Vk+ky = —21Vk+ko‘ko)kAefi“’kotak

Only the first term in r.h.s. of that equation participates in the resonance (2.201).
Thus we reduce equation (2.214) to

aO‘kJrko
ot
The time-dependent exponent is excluded from equations (2.217) and (2.219)
by the following change of variables

t

(2.219) + 1wk + ko Ok tky = —21Vk+k0‘k07kA€7iwk0 ax.

— ~ —iwg,t
ak+k0 = Qk+ko€ 0",

which results in the following homogeneous system of two linear ODEs over time ¢
with constant coefficients

8051( . R w ~
W + lwkgok = _21Vk0+k|k,k0A Qktkgs
(2.220) .
8ak+ko . ~ _ v A
o +i(Wiko — Wi ) Okt ko = —2i Vi1 ko kA

for the variables ay and éy4k,. Here we used the symmetry Vljlk ok = Vl:\ko,k ko
(see equation (2.189)) and k plays the role of the parameter of the ODE system
(2.220). Looking for the solution of the system (2.220) in the exponential form
Ok, Oktky X e M we obtain the following quadratic equation for X

A2 + i(wk — Wy, + warko))‘ — wk(wk+k0 — wko) + 4‘Vo|2|A|2 =0,

which has the solutions

i Wi + Wk, —w 2
At = _i(wk + Wiy + Wkiky) £ \/—4|V0|2|A|2 - (1 k°4 etk ,
where Vi, k+k, = Vo. Here Ay are purely imaginary implying stability for all
values of Vi, A and the frequency detuning A} = wx + wk, — Wk+k,- Thus the
growth rate is v = Re(Ay) = 0.

2.10.1. Three wave decay process and three-wave system. In Section
2.10 we considered the decay instability of the monochromatic wave (2.195) with
the frequency wy = w(kg) = wk, according to the dispersion law (2.284) and the
wavevector k = kg. This instability occurs near the resonant surface defined by the
system

(2.221a) Wo = Wi, + Wiy
(2.221D) ko=ki +ko,

reaching the maximum of the growth rate ez = Y% (2.209) at the surface (2.221).
The width (2.212) of that resonance (i.e. the range of unstable frequencies, 5 > 0)
is of the same order as 7mq,. Equations (2.204) and (2.205) have the same form
as the system (1.174) for the parametric resonance provided one replaces wy, by €
and assumes that wx = wy,—k = w with the additional trivial renaming of complex
constants. It means that the parametric resonance considered in Section (1.13.2)
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is the particular case of the decay instability of monochromatic wave which occurs
near the resonance ) = 2w, where () is the frequency of the periodic variation of
the oscillator frequency wy according to equation (1.167).

The decay instability (2.221) results in the transfer of wave energy from the
monochromatic wave (2.195) into the secondary waves. These secondary waves
initially grow exponentially in time with the growth rate (2.209). When amplitudes
of the secondary waves turns nonsmall compare with the pump wave amplitude, one
has to take into account the modification of the pump wave by the the secondary
waves, i.e. one has to consider the nonlinear stage of the development of the decay
instability. It requires to go beyond the linearization of Section 2.10 and consider
the nonlinear equation (2.198). The remaining simplification is that the width
(both in wavenumber and frequency spaces) of the secondary waves produced by
the decay instability are small and determined by equation (2.212).

It is then natural to consider three narrow wave packets such that their lead-
ing (carrier) wavevectors ki, ks, k3 and frequencies w(k;),w(ks),w(ks) satisfy the
resonance conditions

Wk, = Wk, + Wk,,

9.222
(2.222) ki = ko+ks

while wave packet widths |Ak;| are small compare with values of their wavenumber
carriers, |Ak;| < |k;|, 7 = 1,2,3 as sketched in Figure ?7?. We also assume that
ki, ko, ks are well separated in Fourier space, i.e.

(2.223) |k; — k;| > max(|Ak,|, |Aks], |Aks]|) for any ¢,j =1,2,3.
Then one can expand the dispersion relation near each carrier value as follows
(2.224) w(kj+t;) = wj + k; - v+ O(lk; ),

where w; = w(k;) is the leading frequency and v; = 0w/Jk; is the group velocity
for jth wave packet. Also k; is the deviation of the wave vector from the carrier
value k; with |k;| < |Ak;| and j = 1,2, 3. The condition (2.223) allows to introduce
envelopes for each of three wave packets as ¢;(k,t) = a(k;+k,t) and

1

(2225) 1/Jj(r, t) = W /Cj(ﬁ,t)ei'{'rdn7 ] = 1’273

which means that ay can be represented as
3
(2.226) ac =Y cj(k—k;,t)
j=1
and its inverse FT results in
3
(2.227) a(r,t) =Y a;(r,t)e™ ™.
j=1

Equations for each envelope 9;, j = 1,2,3 can be obtained in the leading order
by plugging in equation (2.226) into the Hamiltonian (2.197) and averaging of over
fast linear oscillations ¢; oc e~1wit. Together with equations (2.222)-(2.225) it results
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n

3 3
H, = ij / |c; (s, t)|2dr + Z (/ v, nc;(n,t)cj(n,t)dﬁ)
j=1 Jj=1
3 3
(2.228) = Zw]—/\wj|2dr— iy <vj : /w;ijdr>
j=1 j=1

for the quadratic part of the Hamiltonian and
H3 = 2/ [Vkl‘k2k3CT(l€1, t)CQ(K,Q, t)Cg(K’,g7 t) + C.C.] 5(%1 — K2 — Iig)d&ldlﬂ‘,gdlig
(2229) = 2(27T)D/2 / [Vk1|k2k3¢r (I‘, t)¢2(r, t)¢3(rv t) + C'C'] dr

for the cubic part of the Hamiltonian. The two terms inside the square brackets of
equation (2.229) satisfy the resonance condition w; = wy + w3 while all other terms
were removed (averaged out) because they include fast oscillations in time. Also the
matrix element Vi |k,k; = V_k,—ks|kok, 15 evaluated in the leading order at x; =
0, j = 1,2,3. Generally, Vi, |k,k, is the complex constant but the transformation
P — Yjexp [—iArg(Vkl‘kaS)], J =1,2,3 turns Vi, |k,k, into the positive constant.
Thus below we assume Vi, |i,k, > 0 without loss of generality.

Combining equations (2.228) and (2.229) one obtain the averaged Hamiltonian

3 3
2230) H=Y w; [10sPar=i Y [0 DsirrV [ ivmba+invgus)ar,
j=1 j=1

where
(2.231) V =202m) "2 Vi, s -

The dynamical equations for ¢;, j =1,2,3 are obtained from the variation of
teh Hamiltonian (2.230) over ¢} as

dy; _ oH
(2.232) ot~ apr

J=123

which results in the following closed system of equations for vy, ¥ and 3:

0 . .
%mwﬁvl-wl = iVt
0

(2.233) P iy bva Vi = iV,
0 . . %
%waﬁwws = iV

The additional transformation ; — wje_i“’jt , 7 =1,2,3 (it means that new
1; are envelopes both in space and time) removes terms with w; in equation (2.233)
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which gives

0 .
%wywl = Vs,
0

(2.234) %+V2-V¢2 = —iViiyy,
0 . N
T ve Vs = iVl

Equations (2.234) are called by three-wave system as well as it is sometimes called
by Bloembergen’s system in nonlinear optics. Similar to (2.233), the system (2.234)
has the Hamiltonian form (2.232) with the Hamiltonian given by

3
(2.235) H= —12/1/;; (vj - V)hsdr + v/wi‘wzwg + 19393 )dr.
j=1

Note that both Hamiltonians (2.230) and (2.235) are real-valued which is verified by
the integration by parts of the first term in r.h.s. of (2.235) asi [¢5(v; - V)ih;dr =
(i/2) [ [95(vs - V)5 — (v - V)y5] dr.

Beyond the conservation of the Hamiltonian (2.235), dH/dt = 0, three-wave
system (2.234) has two additional conserved quantities (integrals of motion) dI; /dt =
dIy/dt = 0, given by

and
(2.237) I, = N1 + N3,

where the integrals (squares of Ly norm of ;)

(2.238) sz/\wjﬁdr, j=1,2,3

are called by either the number of particles or the wave action or the optical power
for jth wave for different applications of nonlinear waves.

The three-wave system (2.234) has the infinite number of other conserved quan-
tities (beyond (2.235)-(2.237)) and that the system (2.234) can be solved for generic
initial conditions which decays at |r| — 0 using the inverse scattering transform
technique, see e.g. Ref. 777 In this Section we focus on the simple reductions
of the system (2.234). The first reduction corresponds to r-independent (space-
homogenous) solutions ;(r,t) = ¥, (¢) which gives the following system of ODEs

AW,
— = VU,
dt 1 2¥3,
AU

(2.239) de = —iVU, U,
dWs . .
W = —IV\Ill‘IJQ.

These equations have similarities with Euler top equations described in Section???.
Euler top equations conserve the kinetic energy and the angular momentum. In a
similar way, equations (2.239) conserve the energy (the Hamiltonian)

(2.240) E=V(UiW,Ws 4+ U W)
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and

I} = | W% + |Uy|? = const,

(2:241) Iy = |¥y > + | W3] = const
which result from the conservation of the integrals (2.235), (2.236) and (2.237) of
the general three-wave system (2.234).

The conservation of I; and I (2.241) (as well as its more general integral form
(2.236),(2.237)) is called by the Manley—Rowe relations. These relations have a
simple physical interpretation if one thinks about |V |? as the density of quasipar-
ticles (quanta) of the jth type with ¥; and U being the classical analogs of the
annihilation and the creation operators in quantum mechanics. Using the com-
plex conjugation symbol * for ¥, instead of the dagger \If; indicates that one can
neglect the commutation rules of quantum mechanical operators by taking the clas-
sical limit of large occupation numbers. In optical applications these quasiparticles
are simply phonons. Then the first equation in (2.239) represents the rate of change
of the number of quanta of the type 1 (described of Lh.s. of that equation) due to
the annihilation of quanta of type 2 and 3 (described by r.h.s. of that equation).
In a similar way, the rate of change of quanta of types 2 and 3 are determined by
the annihilation of type 1 quanta and creation of type 3 and 2 quanta, respectively.
Then the conservation of I; (??) means that the elementary decay process (2.222)
includes the annihilation of one quantum of wave 1 and the creation of one quan-
tum of wave 2 so the total number, I is conserved. The same is true for waves 1
and 3 representing the conservation of I5. These interpretations add a qualitative
understanding of the Manley—Rowe relations while the conservation of I; and I
are immediately follow from equations (2.234).

The Manley-Rowe relations (??) provide tight constraints on possible values
of the amplitude of pump wave |¥;| and the secondary waves |¥y| and |¥3|. In
particular, these amplitudes must remain bounded in time to satisfy (??) meaning
that typically they experience oscillation-like dynamics with the periodic in time
exchange of energy between three waves. There is an exception from that gen-
eral behaviour for which the entire energy of the pump wave is transferred to the
secondary waves as times evolves provided. That exception is ensured by specific
relation between the phases of all three waves. In Section (2.10.2) we provide the
particular example of such type of solution.

The simplest solution of the system (2.239) is given by W1 = const, Uy = U3 =
0. This is nothing more than the monochromatic wave (2.195) of Section 2.10 if we
choose A = (2)P/2W,. The linearizaton of the system (2.239) about that solution
results in the system of two linear ODEs

AW
—2 = —i2r) " PlPvAws,
dt
dws
dtf” = i(2m) P2V A D,

for two unknowns ¥, and ¥5. Assuming Uo, U5 o €?? that systems results in

1
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with sign corresponding to the instability. Equation (2.242) corresponds to the
maximum of the growth rate (2.209) at the exact resonance taking into account the
normalizations (2.208) and (2.231).

The second reduction of the three-wave system (2.234) corresponds to time-
independent (steady) waves ¢;(r,t) = ¥;(r), j = 1,2,3. In optics such situation
occurs for the propagation of continuous wave (cw) monochromatic beam, i.e. the
laser pump beam with time-independent power, in crystal with the nonzero qua-
dratic susceptibility x(?). Such propagation of the cw beam with the frequency w;
results in the generation of the secondary beams with frequencies wo and ws sat-
isfying the resonance condition (2.222). Time-independent solution of the system
(2.234) implies that one has to solve the boundary-value problem. The simplest
example of such problem occurs for the propagation of three infinitely wide beams
in the same direction parametrized by the distance x which results in the ODE
system

ov
vt = —iV Wy,
ox
o0Vy , .
(2243) UQE = —ZV\I/1\113,
oVs , .
U3E = —ZV\Ill\IJQ,

which is mathematically equivalent to the system (2.239) if we replace x by ¢t and
assume that the group velocities of all harmonics have the same values v; = v = w3,
where |v;| :=v;,7 =1,2,3.

We note that the system (2.243) can be also derived from the variation of the
action S = [ Ldz by setting 65 = 0, where

3
)
(2.244) L=—i Zvjxp;%\pj + V(U003 + Uy U5 0%5)
j=1

is the Lagrangian and z plays the role of time.

Problems 2.10.1

2.10.1.1 Prove that I; and I5 defined by (2.236)-(2.238) are the integrals of motion
of the system (2.234), i.e. show that 4t = 42 = (.

2.10.1.2 Show that the resonance condition (2.222) ensures the conservation of the
first term in the Hamiltonian (2.230).777?

2.10.1.3 Use the Lagrangian (2.244) to construct the Hamiltonian with the pairs
the canonically conjugated coordinates and momenta. Show by the direct
calculation that that the corresponding canonical Hamiltonian equations

are equivalent to the system (2.243).

2.10.2. Second-harmonic generation. We now consider a second-harmonic
generation (SHG, also sometimes called frequency doubling) which is the inverse
process to the decay process of Section 2.10.1. In that case

(2.245) w(ko) +w(ko) = w(2ko),
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i.e. two quanta of the pump wave with the frequency w(kg) result in the generation
of the double frequency wave w(2kg). For the electromagnetic wave (EMW) such
process is nearly allowed (i.e. equation (2.245) is nearly satisfied) because the
dispersion law of EMW in many media is very close to the linear dependence

(2.246) w = ke,

where ¢, is the speed of light in the medium which typically depends only weakly on
the frequency w (or on k). However, if we take into account such weak dependence
(i.e. take into account the dispersion of the medium) then the resonance (2.245)
turns only approximate and is replaced by the mismatch

(2.247) 0= w(2ko) — 2w(ko).

Then the weak dispersion of the medium means that the mismatch is small, |Q] <
lw(2ko)|, 2|w(ko)| and at the leading order we assume that ) = 0.

SHG is the particular case of three wave process. Compare with the condition
(2.223), only two waves are now localized in Fourier space near k = ko, 2kg. So we
cannot use the results of Section 2.10.1 directly. Instead we define the amplitudes
g and Y9 of the pump wave and the second harmonic, respectively and rewrite the
Hamiltonian (2.230) as follows

H = u)(ko) / |¢0|2dr+w(2k0) / |’¢2|2d1‘ — Z/¢S(Vo . V)wodr —Z/’(/);(vz . V)¢2dr
(2.248) v / (W30t + Pabid)dr,

where vg and vy are the corresponding group velocities of the first and the second
harmonics and

(2.249) V = 2(2m) " Vaugg oo -
Then using equations (2.232) and (2.248) we obtain that
0 . , X
O 1 iwko)o + (vo - V)il = ~20Vipn,
(2.250) o
aTQ +iw(2ko )by + (Vo - Ve = —iV2.

Similar to the general three wave system (2.233), the system (2.250) has nontrivial
integrals of motion but, contrary to the system (2.233), the reduction of two sepa-
rate harmonics ¥s and 3 of Section 2.10.1 into the single pump wave 1y and the
second harmonic ¥ implies only one independent Manley—Rowe relation (integral)

(2.251) N = / (|90 + 2[4p2|?) dr = const.
A change of variables
(2.252) g — woe_w(k”)t and g — wge_%“’(k”)t
in the system (2.250) results in
0 . .
%0 1 (vo - Vo = ~2iV ot
(2.253)
oy

En +iPo + (v - V)iba = —iVhgtdo,

where we used the definition (2.247) of the mismatch.
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We now consider a particular case of the EMW with the frequency wy and the
time independent amplitude A which enters the nonlinear crystal and propagates
along axis x with z = 0 being the location of the entrance surface of the crystal.
We assume the zero mismatch 2 = 0 and no dependence of EMW on other spatial
coordinates. Then the system (2.253) for time-independent amplitudes 1y = 1g(x)
and 2 = 12 (x) with the zero mismatch € = 0 reduces to the system of two ODEs

d ) .

w0 = 20V,

(2.254) p $
2 )

'UQE = —ZV¢§
with the boundary conditions
(2.255) Pole=o = A,  Y2|p=0 =0.
Here we use the notation |vg| = vg, |va] = ve. Equation (2.254) is the analog

of equation (2.243) for SHG. The Manley-Rowe relation (2.251) for the evolution
along z (instead of the evolution over ¢ in the system (2.250)) is modified into

(2.256) N = wvoltho|* + 2va|th2|* = const.
If A is purely real, then a change of variable

(2.257) T

reduces equation (2.254) to the real form given by

(2.258) v L = 2V oo,

(2.259) v, 22 = V2.

One can multiply equation in (2.258) on vy to obtain equations for 12 and ¢ as
follows

dig 2
2.260 — = 4V
( ) Vo dx 907/}07
dy 2
2.261 — = =Vyg.
( ) V2 dx wO
Excluding here 92, we obtain for ¢ the following equation
Po 4V _dy
dz? v Yz

which is immediately integrated over x giving

d
(2.262) w0 =2V + O,

dz
where the real constant C' is determined from the boundary conditions (2.255) and
equation (2.259) evaluated at = 0 which result in C = —Z—‘ZJVA2. Then solving

equation (2.262) by the separation of variables gives the integral

oWy [ dy’ v A2\ 2 v A2\ 2
= nawa = | arctanh | 5
w ) - v, v,

2’[)2

which is immediately inverted resulting in

(2.263) p=—A, /2% tanh (ﬁAVx> .
21]2 1/ UVoVU2
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To find the explicit expression for )2 we differentiate ¢ from equation (2.263) over
x and plug into equation (2.261) which gives that

V2AV
7@ x| .

Using equations (2.257), (2.264) and (2.263) one obtains the solution of the bound-
ary value problem (2.254) and (2.255) as follows

(2.264) 2 = A% sech® (

4/ VU2

. [ Vo \/ﬁAV
= — A —_— t h .
1/}2 ! 2112 A < v/ UVoU2 l’)

Typical plots of these solutions are shown in Figure 1.

19 = A sech (ﬁAVx> .

(2.265)

2

X

FIGURE 1. A typical spatial dependence of the first and the second
harmonics for the exact resonance (2.245) of Section 2.10.2 for the
particular case vy = va.

The Manley—Rowe relation (2.256) is trivially satisfied for the solutions (2.265).
Thus in our particular case, the energy of the first harmonic is fully converted into
the second-harmonic energy for x — oo.

For the crystal of the finite thickness L in the direction x, the coefficient

2A
(2.266) K = sech? V2 Vgc .
1/ VU2

is called the transformation coefficient and o = ‘\/fi%‘; is called the attenuation

coefficient. K means a fraction of optical energy transferred from the first harmonic
to the second harmonic. 777 « has the dimension of the inverse length and is
typically measured in terms of the inverse centimeters. Also v/2AV has the same
scaling as the growth rate in equation (2.242) (dividing V2AV by V/Uov2 we again
obtain the dimension of the inverse centimeters). Equations (2.265) and (2.266)
imply that the high intensity of the second harmonics at the exit of crystal is
achieved provided L is large as well as that an increase of the nonlinear constant V'
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allows to make L smaller for the same K. The results of this section assume that
there is no linear absorbtion of the light in the crystal which is justified if the L is
significantly smaller than the linear absorbtion length of the crystal. Thus making
V large (and, respectively L smaller) is beneficial to avoid losses from the linear
absorbtion.

SHG has been widely used in commercial laser application with often near 100%
achieved. SHG is the common source to make green 532 nm green laser pointer
from a 1064 nm source embeded into the pointer.

2.10.3. Generation of the second harmonic for nonzero mismatch.
Section 2.10.2 addressed a particular case Imiyy = 0, ithg € C and Q = 0. In
this section we allow © # 0 and consider equation (2.253) which has the following
Hamiltonian

(2.267)
1 =9 [foalir—i [ 3w Vyunde—i [ 032 padrsV [(@3vnbetimiiu),
corresponding to the change of variables (2.252) in the Hamiltonian (2.248).

We now cousider a particular case of (2.253) there vy and 19 are independent
on the spatial coordinates resulting in

d _ N

e
(2.268) by

d—; + iy = —iVYE.

We also note that in the particular (but quite practical case) vy = vo a change of
variables to the moving frame with the velocity v in equation (2.253) also results
in equation (2.268).

It is convenient to exclude V from equation (2.268) from the scaling transform
t —t/V and Q — QV, as well as ¥y — /21y resulting in rescaled equations

d . *

% = _2“7[}21/)07
(2.269) s

d—f T iy = — 202

which is easy to integrate using two motion integral which are the Manley-Rowe
relations which take the following form in these rescaled coordinates

(2.270) N = [tho|* + [2]?
and the energy
(2.271) E = Q| + 2040 + 303).

It is convenient to additionally rescale ¥y and s by v/N as follows
o — VN, 2 — VN,

as well as E — EN3/2, Q — Qy/N. Tt means that equations (2.270) and (2.271)
take the following form

,_.
Il

|¢0|2+|7/)2‘2a
E = Qol? + 2ot +yied),
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Using these equations and defining the real amplitudes and phases of 1y and 1, as
1/}0 = uei¢0’¢2 = veiwza U > 07 v 2> 07

we rewrite the system (2.269) as

d d S

ditL + iu% = —2je " 2irotivay,,

d d o

d: + Z(Q + 7;;2 )1} = —27:62“‘907“'02’&2.

Separating real and imaginary parts of these two equations we obtain the following
system of four real equations

du .
i 2uw sin(pa — 2¢p),
dv .

(2.272) = = 2u”sin(ps — 2¢0),

wpor = —2uw cos(p2 — 2¢g),
(@Qt + Q)’U = —2u2 COS((pg — 2()00)
One notices a simplification that the phases ¢y and @9 enter into equations (2.272)

only in a single combination x = @3—2pg. Also by combining the last two equations
of (2.272) one obtains that

d 2
(2.273) dit( +0Q=2 (v — Z) cos .
That dependence on x allows to put together the first two equations from (2.272)

and equation (2.273) to obtain the following system of three ODEs

du s
— = 2uwsin
dt X

(2.274) ORI

. — = 2u”sin

dt X
d 2 _ .2
d—)t( + Q= ol — 1 cos X

for the unknowns u, v and . That system has two integrals of motion (2.270) and
(2.271) which in the variables u, v and x take the following form

1 = u?+%
E = Qu?+4vu®cosy.
It is convenient to express cos x and u through these equations as follows
(2.275) w? = 11—
E —O?
2.276 = —.
( ) cosx 4ou?

so that we can now solve the second equation in the system (2.274).
Assume that the amplitude of the second harmonic is zero at the initial time
t =0, i.e. v =0. Then equation (2.275) implies that « = 1 while equation (2.276)
requires that E = 0, and, respectively,
—Qu

COS X = m
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-
y

N\ v?
0? 0%
2_ —_— - —_— -
P v —1+32 (1+3 ) -1

FIGURE 2. A plot the function U(v) from equation (2.279).

Then
02 v2 1/2
T (1 112)2]

Equations (2.275), (2.277) and the second equation in the system (2.274) result in
the closed equation

(2.277) siny =+ {1

dv 02 v? 12
— =421 —v?) |1 - — ———
dt (1=v7) [ 16 (1—112)2]

It is convenient to take a square of both sides of that equation to easily understand
the qualitative properties of its solutions v(¢) which gives that

(2.278) (‘;;)2 +Uv) =0,

where

(2.279) Uw) = %21)2 —4(1 —v?)?

can be treated as the effective potential energy for the motion of the effective
Newtonian particle (see e.g. equation (1.4) with N = 1) with the coordinate v, the
mass m = 2 and the energy E = H = 0. A plot U(v) is shown in Fig. 2.

Depending on the initial value of sign(x), this effective effective particle initially
either moves to the right or left according to the second equation in the system
(2.274) stopping at one of two turning (reflection) points v = FVrefiection, and
going back after that, where

Q? 02\ ?
(2280) Ure flection = 1+ 5 - (1 + ) -1 <1
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is determined from the condition that U(£vyefiection) = 0. After the reflection, the
particle moves to the opposite direction until reaching the second reflection points
etc. It means that v(t) experience periodic oscillations with the period T' found
from the solution of equation (2.278) as

VUreflection

(2.281) T=14 dv

) —U(v)

The limit 2 — 0 recovers the solution (2.265) with v2, flection = 1 (with a trivial
replacement of x by ¢ and vy, vy by 1) reached at ¢ — oco. Thus a full conversion of
the first harmonic into the second one is achieved during the infinite time for = 0.
Any nonzero value of € results in the oscillations of v(t) with the full conversion
never achieved.

Qualitative the same effect of the lack of the full transformation from the fun-
damental harmonic to other harmonics occurs for the interaction of three harmonics

provided the mismatch €2 is nonzero, i.e.

Q = w(kl) — w(kg) — w(kg) 75 O,

while k; = ks+ks. The three-wave system in that case is similar to equations
(2.234) but with the added nonzero mismatch € take the following form

% +iy + (vi- V)1 = —iVahars,
(2.2 W oV = Ve,
% + (V3 . V)’(/Jg = —Z'V’(/)lwg.

The applicability conditions of the system (2.282) is that mismatch is small compare
with all frequencies of each wave, i.e. |Q <« wi,wsws. If that condition is not
satisfied then one cannot reduce the general three wave Hamiltonian (2.191)-(2.193)
to the reduced Hamiltonian (2.197). We remind that such reduction assumes the
nonresonant terms in the Hamiltonian average out because of fast nearly linear
oscillations.

Problems 2.10.2

2.10.1 Find the growth rate of the decay instability from the analysis of the system
(2.282). Compare that growth rate with equation (2.209).
Hint: Consider the spatially uniform solution (Vi1 = 0) such that ¢, =
Ae™™ % 4hy 3 = 0 (the steady-state solution). Then linearize about that
solution.

2.10.2 Show that the stationary solutions (% = 0) of the three-wave system (2.282)
for parallel group velocities vy || va || v3 are mathematically equivalent to
the spatially uniform solutions (V = 0) of the three-wave system (2.282).
Hint: use the scaling transformations for the amplitudes ;, j = 1,2, 3.
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2.10.4. Quasi-phase-matching. Quasi-phase-matching is a technique in non-
linear optics based on the design of periodic structures in the quadratic nonlinear
media. Often it is achieved by the periodic in space flipping of the crystal axis by
180 degrees. Assuming that such spatial variation with the period 27/Ak occurs in
the direction of the wavevector Ak, we conclude that the quadratic nonlinear sus-
ceptibility x(?) in equation (2.112) has the periodic spatial variation o cos(Ak - r)
(as well as generally x? has higher harmonics 2Ak-r, 3Ak-r, ... which we neglect
at the leading order), where Ak = |AK| is the wavenumber. Then equation (2.221a)
of the resonant surface (2.221) is replaced by

(2.283) k = ki + ko + Ak,

while equation (2.221b) remains valid. Equation (2.283) allows the additional flex-
ibility in achieving three wave interactions by varying Ak. For example, the inter-
action between the counterpropagating first and second harmonics can be routinely
achieved instead of co-propagation described in Section 2.10.2. 777

2.11. Four-wave nonlinear interactions

2.11.1. Decay vs. non-decay dispersion laws. Assume that the medium
allows propagation of linear waves with the dispersion law

(2.284) w = wg = w(k)

so the the quadratic Hamiltonian in complex variable ay, is given by
(2.285) Hy = /wk\ak|2dk.

The dispersion law which allows solution of a system
Wk = Wk, + Wkys
k =k;+ko

is called the decay dispersion law because it allows a wave with wave vector k and
frequency wy to decay into two waves with wave vectors ki, ko and frequencies wy, ,
Wy, , respectively. Such decay dispersion law was assumed in Section 2.10. We re-
mind that the terminology of “decay” comes from the analogy with (quasi)particles
decay into a number of other quasi(particles) in quantum mechanics. In the par-
ticular case of it can be interpreted as decay of one quasiparticle to tow other
quasiparticles.

Another possibility to have the decay dispersion law is to satisfy another system,

(2.286)

Wk + Wk, + Wk, = 0,
k+kl+k2 :Oa

which requires to have different signs of the dispersion wy for different k which is
possible only for systems with the linear instability at least in some range of values
of k. Such situation occur e.g. for propagation of particle beams in plasma (see
.eg. Ref. 777)===77?Add more discussion on that???==== We do not consider
the case of equation (2.287) because it is lett common. In particular such case is
forbidden for the linearly stable media. If there are no solutions of either system
(2.286) or (2.287) then wy is called the non-decay dispersion law.

The decay condition (2.286) is satisfied for wide classes of dispersion law w(k).
Consider the particular example of the Landau dispersion law (the Landau spec-
trum) of the excitations w = w(k) = w(k) in the superfluid Helium 4 (see e.g. Ref.

(2.287)
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FIGURE 3. Landau spectrum of excitations w(k).

A
w
Wko wr
°2
Wiy < A >
%)
k1 ko K

FIGURE 4. Visual proof that the Landau spectrum of excitations
from Fig. 3 corresponds to the decay dispersion law.

[LLP13]).The qualitative form of that spectrum is shown in Fig. 4 with the sub-
linear growth for small k£ and super-linear growth for larger k. One can graphically
show that this spectrum corresponds to decay dispersion law as follows. We take
a copy of the curve w = w(k) from Fig. 3 and translate it in (k,w) plane to have
the origin (k,w) = (0,0) moved to the point (k,w) = (k1,w(k1)) as shown in Fig.
4. We also keep the original curve w = w(k) in that Fig. It is clear Fig. 4 that
these two curves intersect at the second point (kg,w(ko)) (in addition to (k1,w(k1))
which means that both resonance conditions (2.286) are satisfied as follows

Wk, = Wk, + Wky
ko = kitko,
where kg, k; and ks are parallel to each other and point in the same direction.
It provide the visual proof that the Landau spectrum of excitations is the decay

dispersion law. from Fig. 3 corresponds to the decay dispersion law.
Following the same approach we now prove that

(2.288) w= Ak®

is the decay dispersion law for o > 1 while for 0 < a < 1 it is the non-decay
dispersion law. Here we assume that k = (k;, k,) € R?. Instead of the (k,w) plane
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FI1GURE 5. Visual proof that w = Ak® with « > 1 is the decay
dispersion law.

of Fig. 3, we consider 3D plots with the coordinates (k;, ky,w) as shown in Figs.
5 and 6. If a > 1 then the surface w = w(k) has the form of cup as schematically
shown in Fig. 5. Then it is visually clear that if we move such cup (the dispersion
surface) to any nonzero point k = ki, w = w(ky) of the dispersion curve, then
both cups inevitably intersect over the closed curve as schematically shown in Fig.
5. Thus the conditions (2.286) are satisfied at that curve implying that a > 1
corresponds to the decay dispersion law. If 0 < a < 1 then the surface w = w(k)
has the form of inverted cone bowl (cocktail-like glass) as schematically shown in
Fig. 6. Then it is visually clear that if we move such bowl (the dispersion surface)
to any nonzero point k = ky, w = w(ky) of the dispersion curve, then both bowls
never intersect again (beyond the point k = k1, w = w(ky)) as schematically shown
in Fig. 6. Thus the conditions (2.286) are never satisfied implying that 0 < a < 1
corresponds to the non-decay dispersion law. By setting &, = 0 we obtain the same
result for 1D case k € R that a > 0 and 0 < a < 1 correspond to the decay and non-
decay dispersion laws, respectively. It is not difficult to show (using the triangular
inequalities) that the same result remains valid in any dimension k € RP.

It is shown below in Section ?77 that the capillary waves on the surface of
the infinitely deep fluid has the dispersion law w = Vok3, where o is the surface
tension coefficient. It implies that o = % > 1. Thus the capillary waves have
the decay dispersion law. The gravity waves on the surface of the infinitely deep
fluid have the dispersion law w = 1/gk, where g is the acceleration due to gravity
Thus a = 1/2 < 1 in that case implying that the gravity waves have the non-decay
dispersion law.

Problems 2.11

2.11.1 Consider the dispersion law w = | /w2 + k2c? of the electromagnetic waves in

isotropic plasma, where c is the speed of light and w), is the plasma frequency.
Find if that dispersion law is decay or non-decay.

2.11.2 Consider the dispersion law w = /gk tanh(kh) of the surface gravity waves
of the fluid with the finite depth h. Find if that dispersion law is decay or
non-decay.
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ky

FIGURE 6. Visual proof that w = Ak® with 0 < a < 1 is the
non-decay dispersion law.

2.11.2. Removal of three wave interaction terms for non-decay dis-
persion law for the quasi-monochromatic waves. It was obtained in Section
1.13 for the particular example of a single nonlinear oscillation in one spatial di-
mension, that cubic terms in the Hamiltonian (and, respectively, quadratic terms
in the dynamic equations) contribute only to the next order terms (the forth order
terms in the Hamiltonian) with respect to the small parameter which is the am-
plitude of the oscillations at the fundamental frequency w. Such next-order-only
contribution results from the nonresonance character of these modes (only the fun-
damental mode correspond to the linear resonance). These nonresonant modes can
be removed at the leading order of that small parameter from both the Hamilton-
ian and the dynamic equations resulting in the renormalization of the fourth order
interaction constant 7' (1.143) thus contributing to the nonlinear frequency shift as
given by equation (1.139).

In a similar way one can remove the nonresonant terms in the general case of the
waves in continuous media. It represents the limit of the infinite number of degrees
of freedom, i.e. waves. The general case of such removal is given in Section 2.15
while in this Section we consider a simple particular case of the contribution to the
nonlinear frequency shift from the removal the cubic terms in the Hamiltonian for
quasi-monochromatic wave (wave packet) centered at k = ko with the characteristic
width Ak in k space.

The condition that the wave is quasi-monochromatic means the existence of
the extra small parameter Ak/ky < 1 in addition to the weak nonlinearity as-
sumption used in the general Hamiltonian series expansion (2.187). That extra
small parameter makes sufficient at the leading order to evaluate the contribution
to the nonlinear frequency shift from the fourth order Hamiltonian Hy ;,,¢ (2.190)
near k = ko. It means approximating the matrix element Ty, k,k,k, from (2.190)
by Tp := Tkykokoko- LThen equation (2.190) takes the following form

4
1 * %
Hyine = 3 /Tk1k2k3k4ak1ak2ak3ak45(k1 +ky — k3 — k3) Hdki-
=1
To [ . . :
(2.289) ~ 5 [ i, 0k, 0k, 01, 6(K1 + Ko — K — Ks) 1] .

i=1



100 2. HAMILTONIAN SYSTEMS IN CONTINUOUS MEDIA

If the matrix elements V and U in (2.188) are identically zero, i.e. Hz = 0, then
the Hamiltonian dynamical equations (2.184) in our approximation Hy =~ Hy jns
(with neglecting higher order terms Hj etc. in equation (2.187)) take the following
form

Oray = —i—a(}b + fLLmt)
day,

(2290) == fiwkak - iTO / aiQakgak45(k + kQ - k3 - kg)dkgdkgdk4

where we used equations (2.183) and (2.289).
For monochromatic wave

(2.291) ak = A(t)(;(k - ko),
equation (2.290) reduces to

(2.292) %—f +iw(ko)A = —iTy| A2 A

while for the quasi-monochromatic wave one has to expand wy near k = ko which
is done in the next section.

Beyond the interaction Hamiltonian (2.289) we generally have to take into
account the cubic interaction Hamiltonian Hs (2.188). The only exception is if the
matrix elements V and U in (2.188) are identically zero. Such exception is however
not rare, e.g. it corresponds to the nonlinear dielectrics which are centro-symmetric
with respect to the inversion of the spatial coordinates r — —r which results in
equation (2.129) for the dielectric response (Kerr effect) as discussed in Section 2.5.

Consider a contribution of three-wave process into four-wave processes for the
monochromatic wave (2.291). In the leading order of the nonlinearity A(t) is de-
termined by the linear dynamics, i.e.

(2.293) A(t) oc e”“rot,

The three-wave interactions result in the generation of the secondary harmonics
with k = 2k and k = 0, i.e. equation (2.291) is replaced by

(2294) akx >~ A(S(k — ko) + A2§(k — 2k0) + Aoé(k) + A,zd(k + 2k0)

To find A5 (t) and A (t) we plug in the leading order contribution ax = A(t)d(k — ko)
into r.h.s. of equations (2.193) and (2.194) which gives that

9
% iy = —i / Usder 05, a5, (K + Ky + ko) dk; dks

—21 / Vl':llkkzakl aﬁzé(kl -k — kg)dkldkg

—i / Vk|k1k2ak1 akQ(S(k — kl — kg)dkldkg

~ —iU gkokoko (A°)?0(k + 2Ko) — 20V 01, [ AP 0(K) — iVauq oo A2 (K — 2Ko).
(2.295)

Because of the leading order time dependence (2.293), the three terms at the last
line of equation (2.295) are oscillating in time with frequencies +2wg,0 and have

the general form (2.294). These three frequencies are generally not in resonance
with the linear dispersion relation w = wy so we can solve for Ay,, Ay at each
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corresponding wave number k = kg, 0 and plug in the result into equation (2.294)
which gives that

U_okkok 9
~A5(k — ko) — okoko __( 4+)25(k 4 2k
ke A0k = ko) = 50 ) T w(akg) ) Ok 2o)
(2.296) - Q%W%(k) b Vkolkoko g2 oy
‘ w(0) 2w(ko) — w(2ko) 0

i.e. by comparison with equation (2.294) we obtain that

U_2kokoko N2 Violko0 | 412
A o= — A*)2, Ag = —2——1A1%0(k),
? 2w(k0)+w(2ko)( ) Ao w(0) A3 (k)
_ ‘/2k0|k0k0 2
- 2w(k0) - w(2k0)

Then, similar to Section 1.13, one can take into account a modification of A(t)
by the influence of the secondary harmonics +2wg, 0 on the fundamental harmonic
k = kg by plugging equation (2.296) into equations (2.193) and (2.194) (which
modifies the last line of equation (2.295)) and collect terms o §(k — ko). It results
in

(2.297) As

0A
E + Zw(ko)A = 72iU_2k0k0k0A*Ai2

— QiV;leOOAAS — %V;i(o\kokoA?A* — 2iVi, ko0 A A0
L |A|2A+8iM |Vakolkoko|”

|A]2A — 2i |AI2A
w

- 20.)(]{50) + w(2k:0) w(O) (ko) — w(?ko)
. U o1 kokeo | |Vicoloko I° |Vakokoko |
(2:208) =2 { 2w(ko) +w(2ko)  w(0) 2w (ko) — w(2k0)} A4

By a comparison of equations (2.292) and (2.298), we conclude that equation pro-
vides the effective contribution to the four-wave matrix element Ty = Tk kokoko DY
the three-wave processes as follows

| 2

(2.299)  To=Tp+2 { U—siokoko®——, Vico 0o [Vakokoko } .

2w (ko) + w(2ko) w(0) 2w(ko) — w(2ko)
Then adding contribution of both four-wave and three wave process we obtain from
equations (2.292) and (2.298) that

which is similar to equation (2.292) with T} replaced by the renormalized matrix el-
ement T (2.299). In a similar way the renormalization of the interaction Hamilton-
ian (2.289) by taking into account the non-resonant three-wave interaction means
replacing Ty by Tp (2.299).

It is important to note that the third term in equation (2.298) has the frequency
w(k) for k = 0. According to the Goldstone theorem (Ref. 77?), the frequency w(k)
for k — 0 has the limiting value which is either the nonzero constant or zero. If
w(0) = 0 then it is necessary to consider the limit Vi ok /w(k) as k — 0. (Ref. 777)
E.g. for the gravity waves on the surface of deep fluid this limit is zero. However, if
that limit turns infinite, then equation (2.299) for the renormalization of Tj is not
applicable and one has to write a separate equation for low frequency mode. E.g.
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such situation occurs if w(k) for kK — 0 has is  k, i.e. has the asymptotic of sound
wave (Ref 777?)

2.11.3. Nonlinear Schrédinger equation and modulational instability.
Below we assume that T has the finite value (2.299) meaning that we can take
into account only the quasi-monochromatic wave near k = ko without a separate
consideration of the low frequency mode as discussed at the end of Section 2.11.2.
Also in this section we assume that the non-resonant three-wave interactions are
included into the renormalized matrix element Ty (2.299) while we remove tilde
sign below.

Similar to Section 2.1, we introduce the envelope v as inverse FT and forward
FT of ax,+x over k:=k — kg as follows

1 . 1 .
(2.301) o(r) = (@m)P2 /akowem‘rdﬁ and axy+rx = W/l/}(r)e_m*dr.

Using equation (2.301), we obtain from equatlon (2.289) that

(2.302) Hyint = — /|1/’| dr.

A quasi-monochromatic wave assumes the replacements of the delta function (2.291)
by the narrow distribution near k = kg of the width Ak/ky < 1. Expanding the
quadratic Hamiltonian Hs near k = ko and using equation (2.301) to take into
account the linear propagation of wave coupled with the interaction Hamiltonian
(2.302) result in

H = H2 + H4,'L'nt = Wwo / |w|2dr — Z.Vgr . /w*der—F

(2.303) +5 Z /wﬂv YV dr+ (27) DTO/|1/)|4dr
]l 1
where wj; = %Lg,ﬂ is the dispersion tensor and v, = g*ﬂk:ko is the group
k=k

velocity. The first two terms in r.h.s. of equation (2.303) are the integrals of motion:
N = [|¢|?dr is number of particles (wave action) and P = —i [¢*Vdr is the
total momentum of wave packet. The third term in r.h.s. of equation (2.303) is
responsible for the dispersive broadening of wave packet (in optics application it
also includes the diffraction, see Section 2.5). The fourth term in r.h.s. of equation
(2.303) correspond to the action of nonlinear four-wave interactions.

The dynamic equation for 1 is obtained from (2.303) by the variational deriv-
ative of the Hamiltonian (2.303) as

0H
T/)t——l&p* =

In this equation the term —iwgy can be removed by the adding the rotating phase
as ¢ — e "o and the term v, - V¢ vanishes in the moving frame r — (r+v,,t),
which results in the nonlinear Schridinger equation (NLSE)

81/1

D
. 1 .
—iwoy) + Vgr - Vi + i > wi ViV — i(2m) P To ).

jl=1

(2.304) + 2 Z wiV; Vi — (2m) P Tl ¢ = 0,

Jll
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For the spatially homogenous solution (Vi = 0), NLSE (2.304) turns into ODE
with the nonlinear frequency shift Aw = (27)?Tp|v|?. Thus the qualitative struc-
ture is NLSE is amazingly simple: it is the combination of the dispersive addition
to the main frequency and the nonlinear frequency shift. Both of the contributions
are small in comparison with the linear frequency wg so they can be found indepen-
dently as we have done that above for the nonlinear frequency shift Section 2.11.2
and for the dispersive term in equation (2.303). The correspondign two indepen-
dent small parameters are the amplitude of ¢ and Ak/ky < 1. However, these two
contributions can be of the same order of magnitude which results in the diverse
physical phenomena as described below in this book.

The tensor wqg is the symmetric one which ensures that can can be diagonalized
by the linear coordinate transform so that NLSE (2.304) can be rewritten in the
following diagonal form

2
(2.305) Z)\ 0 1/’ x| =0,

where \; (j = 1,..., D) are the eigenvalues of the matrix w,s and x := (27)T,.
If the dispersion is strictly positive, e.g. the matrix the matrix wj; is positive-
definite then A\; > 0, j = 1,...,D. In such a case the trivial stretching of the
1

coordinate r — rj)\j_E turns that equation (2.305) into the standard NLSE form
with the Laplacian A = V? as follows

oY

(2.306) i,

+ Aw —aly[*yp = 0.
This equation can be interpreted as the Schrodinger equation for the motion of the
“particle”” in the self-consistent potential U = a|t|?. If o > 0, then U corresponds
to the repulsion between particles. In nonlinear optics such case is called by the
defocusing nonlinearity. If o < 0, then U corresponds to the attraction and in
nonlinear optics it is called by the focusing nonlinearity. In that case the increasing
of the amplitude || result in making U more negative, i.e. increasing the attraction.
Such attraction is the reason for the formation of self-localized structures such as
solitons and collapses described below in Sections 777

NLSE was derived from Maxwell equations in Section 77?7 with the propagation
distance z playing the role of time compared with equation (2.306) while retarder
time playing the role of the coordinate. Otherwise equations (2.140) and (2.306)
are mathematically equivalent. We also notice that the complex conjugation of
equation (2.306) ( the change of the sign of time) results in the change of sign of
both dispersion term and nonlinearity. However, such change does not change the
properties of NLSE. What is really important is the relative sign in front of the
dispersion and nonlinearity. Add discussion of self-focusing and Ref. to Askayan???

We now consider the stability of four-wave process in the framework of NLSE
(2.306). The simplest solution of that equation is strictly monochromatic wave
(2.291) which corresponds to the identically zero equation Laplacian, i.e. i%—’f +
1Ay — aly)|?y = 0 which has the exact solution ¢ = Ae~ielAPt where a|A? is the
nonlinear frequency shift. We look for the linear stability of that solution assuming
that ¢ = (A + a)e’m|A|2t, where a is spatially dependent perturbation such that
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la| < |Al. Linearized equations for a and a* are obtained from NLSE (2.306) giving
ias + o Al2a + %Aa —2a|Affa — aA?a* = 0,
—ia} 4+ a|A]*a* + %Aa* —2a|A]?a* —aA*a = 0

Because coefficients of these linear equations are time independent, we look for
the solution in the follow form a = be?*T**T which results in the system of linear
equations for b and b* as follows

(iy — a|A]* — %/{2)17 = aA?®b*,
(—iy — a]A]* — %nz)b* = aA*?.

The solvability of that homogenous system of two linear equations is determined
by the zero determinant which gives

1
v+ (AP + 5r%)% = o?| Al

or

1 1
(2.307) = i\/a2|A4 — (alAP + 3#7)? = £/ —a AR — 7kt

It follows from equation (2.307) that for o > 0 (defocusing medium), ~ is purely
imaginary which gives the oscillations with the frequency

2
(2.308) Q:m/a|A\2+%

This is the Bogolyubov’s dispersion law (Ref. ?77), which was obtained by N.N.
Bogolyubovfor the spectrum of oscillations of the weakly Bose-Einstein condensate
of non-ideal Bose gas. This law is linear in x for small «, i.e. it corresponds to the
acoustic waves with the speed ¢; = \/«a|A|2. As k increases, the positive dispersion
of these sounds waves becomes important. In the opposite limit of large k, the
Bogolyubov’s dispersion law (2.308) turns in to the dispersion law Q = %2 for the
free particles. Discussion on the relation to the minimal phase velocity Q /k 777

If o < 0 (the focusing nonlinearity) then equation (2.308) results in the insta-
bility with the grow rate

2
(2.309) I = w\/|al|A]2 — %.

This instability is called modulational instability. The qualitative dependence of T’
on « is shown in Fig. 7. The origin of instability is from the attractive nonlinearity:
quasiparticles tend to gather together while the size of such domains should not be
too large, namely such that x2 must not to be larger than 4|a/||A|%.

2.12. Stimulated Brillouin scattering

Electromagnetic (EM) waves including light waves are routinely scattered by
by numerous materials. When photons of EM waves are scattered many of them
are elastically scattered which is called by Rayleigh scattering (see e.g. Ref. 777).
Elastic scattering means that that the scattered photons have the frequency as the
incident photons but propagate in different direction. In this section we consider
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FIGURE 7. Growth rate (2.308) of the modulational instability vs.
k for a < 0.

the nonlinear interaction of the electromagnetic (EM) waves with acoustic waves
(phonons) which is called by Brillouin scattering or Mandelstam-Brillouin scattering
(MBS). This scattering is inelastic because the energy is transferred from incident
EM wave to both scattered EM wave and acoustic wave.

(Historic comment: Leonid Mandelstam has recognised the possibility of such
scattering and allegedly wrote a paper on that in 1918 as well as he delivered multi-
ple scientific presentations around that time on that topic, but his paper [Man26|
was published only in 1926 because of the turmoil of the Russian revolution during
that period of history. In 1922 Léon Brillouin published the work [Bri22] on the
same type of scattering. Since then in former Soviet Union and Russian scientific lit-
eratures that scattering has been referred as Mandelstam-Brillouin scattering while
in Western literature it has been often called by Brillouin scattering omitting the
name of Leonid Mandelstam). MBS implies that we have to consider two types of
waves simultaneously. EM waves in dielectric were considered in Section 2.5 and
acoustic waves in compressible hydrodynamics were addressed in Section 2.4. For
both waves the dispersion laws are usually very close to liner ones and are given by

k
(2.310) w(k) = %
for the EM wave and
(2.311) Q(k) = |k|es

for the acoustic wave as considered in Section 2.4. Notice that Eq. (2.311) is the
same as Eq. (2.99) with w replaced by € to distinguish EM and sound wave. Here
¢ is the speed of light in vacuum, n is the refraction index (so that the speed of
light in the medium is given by ¢/n) and ¢, is the speed of sound. These two speeds
are strongly different in magnitude satisfying the condition

(2.312) cs L ¢/n

which ensures that Brillouin scattering can involve only the decay of the EM wave
with the wave vector k into another electromagnetic wave with the wave vector k’
and the acoustic wave with the wavevector k” = k — k/. The resonance between
these three waves occurs provided

(2.313) w(k) = w(k') + Qk — k).
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The condition (2.312) ensures that the phonon frequency Q(k — k') = |k — k'|c,
is much smaller than the frequencies of both electromagnetic waves, Q(k — k') <«
|K|cs, |k — k|cs. There are two limiting case of Brillouin scattering. First is forward
Brillouin scattering when k ~ k', i.e. the electromagnetic wave scatters almost in
the same direction. Equations (2.312) and (2.313) then imply that k — k' L k at
the leading order in cy/c, i.e. the acoustic wave propagate in the perpendicular
direction to k. Second case is backward Brillouin scattering when k ~ —k’, i.e.
the electromagnetic wave scatters in the backward direction. Equations (2.312)
and (2.313) then imply that k — k/ ~ 2k, i.e. the acoustic wave propagates in
the forward direction. The resonance condition (2.313) implies that the scattered
electromagnetic wave is downshifted (has a smaller frequency) by Q(k — k’). Tha
downshift reaches maximum Q(k — k') ~ 2|k|e¢; for backward Brillouin scatter-
ing while it is nearly zero Q(k — k') = |k — K'|es; < 2|k|es for forward Brillouin
scattering.
The quadratic Hamiltonian for linear waves

Hy = /w(k)|ak|2dk+/Q(k)|bk\2dk,

is the sum of the energy of EM waves with complex amplitude ax and the energy
of acoustic waves with the complex amplitude by.

The interaction of between waves occurs generally from the cubic and higher or-
der terms in the Hamiltonian which are sometimes called by the interaction Hamil-
tonian, Hing.

The resonance condition (2.313) implies that only terms o ax, ay, by, and their
complex conjugates are important in the interaction Hamiltonian H;,,; because only
they do not average out to zero at large times

(2.314) > 1/Q(ks)

at the resonance manifold
Wk, = Wk, T ka,

2.315
( ) ki = ko+ks.

The general form of the interaction Hamiltonian for the scattering of the type
(2.315) is given by

Hint = / (Vkleksafqakgbkg + V;leksaklal*lets) 5(1{1 — kg — k3)dk1dk2dk3

Here the matrix element Vi, k,k, has to be determined from the interaction between

EM and acoustic wave. We note that the first and the second equations Eq. in

(2.315) represent the conservation of energy and momentum, respectively, in each

elementary scattering process. Thus this process is inelastic with respect to EM

waves because a part of energy is transferred into the energy of the acoustic wave.

The scattering process is linear with respect to each wave type but nonlinear overall.
The energy of EM waves in the dielectric medium is given

H? E2
2.31 = — — | d
(2.316) Eem /(87r+€87r) r,

which is the same expression as equation (2.151) with the linear dielectric permit-
tivity e(r,t) allowed to change not only in time as in definition (2.121) but also
in space. Here we assumed that the linear integral operator &(r,¢) as in equation
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(2.129) is replaced by the trivial multiplication on the function e(r,t). This is jus-
tified provided e(r,t) is the slow function of ¢ compared with the response time ¢,
of the medium, i.e. [¢7! 85\ > 1/t,. As discussed in Section 2.5 and Ref. [LL84], a
spatial dispersion of ¢ is often very small so the similar slowness of e(r,t) over r is
usually well satisfied for most continuous media (i.e. the linear spatial dispersion
is slow on the spatial scale above interatomic scale).

A propagation of EM waves results in the change of the medium density p(r,t)
through the dependence of € on p which is called electrostriction. Electrostriction
is the physical phenomenon in all dielectric materials and it results in in the change
of the density under the action of electric field. We assume that the variation of
the density p; with respect to the average density po is small, |p1]|/po < 1, such
that we keep only linear term in p; for the Taylor series expansion, i.e. e(p) =

e(po) + p1= 8p0 + O(p?) while neglecting O(p?) terms. Then the EM energy (2.95)
results in the quadratic term

H? E?
(2317) 5EM,O = / ( +6(p0)) dI‘,
8 8T

and the cubic term
o= E?
—p1-—d
ap() P 8w ’
We combine the quadratic Hamiltonian (2.95) of the linear sounds waves with
the Hamiltonians (2.317) and (2.318) as follows

_ [ [po(V9) el / LS. / B
(2.319) H—/[ 5 + 2 o dr + Fy +<€ dr + 30p1 dr

Two first two terms in that Hamiltonian correspond to the propagation of
linear acoustic and EM waves, respectively. The third term is responsible for the
interaction between these two types of waves. We use the canonical Hamiltonian
variables A and

(2.318) Hipy =

e(po)E

4c
introduced Section 2.6 for EM waves in the liner media. Here A is the vector
potential defined by B = V x A with the Coulomb gauge div A = 0. Then the
Maxwell equations take th following form

(2.320) K=-—

0A

ot - B

OE
e(po) 5, = —AA.

The canonical Hamilton equations for the media with the dielectric permittivity
€(po) are given by

OA 6Hgy
2.321 —_—=
(2.321) ot P’
oK OHpm
2.322 —_— =
(2.322) ot JA "’
where

(VxA)? 27mcPK”
+

dr
8m £(po)

(2.323) mwz/
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is the energy (2.317) of the linear EM waves rewritten through the canonical vari-
ables A and K. Thus A is the generalized coordinate and K is the generalized
momentum.

Using the inverse FT (2.10) we rewrite the Hamiltonian (2.323) through the
Fourier harmonics Ayx and Ky as follows

1 E2|Ax|*  4mc? 9
2.324 H = - _— K dk.
(2.524) M 2/{ S
Similar to 7?7, the dispersion relation (2.122) of the linear EM waves is obtained
from (2.324) by the product of the factors in front of both |Ay|? and |Ky|? in the
integrand giving

k2 4mc? B k2c?
Ame(po)  e(po)
Similar to Sections 1.11 and 2.4, we define the normal complex variables ay)

and ai‘iA of the linear EM waves as follows

2
4w .
A =/ Tk D Sia(an +a” ),

A=1

W2 =

where the subscript A = 1,2 distinguishes two linear polarizations of EM waves
with the polarization vectors Sk and Sy which satisfy the orthogonality relations

Sk)\'SkA/ = (S)\)\/ and Sk)\ -k =0.

Respectively, Ky is given by

2
| ew N
(2.325) Ky = —iy /FCI(Q ) St — a”yy).
A=1

We also use the normal complex variable by for the sound waves defined in
Eq. (2.101) of Section 2.4 (with ay of Section 2.4 replaced by by in this section) as
follows

[
(2.326) o = 2“C§° (b + b 1), Qi = kes.

The quadratic Hamiltonian of the sound waves is given by

H, = /Qk|bk|2dk.

The interaction Hamiltonian (2.318) rewritten through the canonical variable
(2.320) is given by

2mc? Qe 9
(2.327) H;,: = / PE 3/)0le dr.
We use the inverse FT in Eq. (2.327) together with (2.325) and (2.326) to express
H;,; through the complex canonical variables ax and bx. Assuming at the leading
order of the weak nonlinearity that ai oc e *** and by et we obtain that
at the time scale (2.314) the only contribution to H;,; which is not average out
by integration must approximately satisfy the resonance condition which gives that
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1
Hing = 1/202/ Z V @icwic, Qe (S1eaSic ay ) Giea @i v, (b, + 07,

(Po 300 Aol
Xé(k — k1 — kg)dkdkldkg

It implies that the matrix element for the scattering EM wave— EM wave+Sound
wave (i.e. the scattering of one EM wave into another EM wave and sound wave)
is given by

10e
A\
(2.328) kaﬁcz = 8,0 262 \/wkwklﬁkz Sk)\ Sk1/\1
7?7?7===Provide details====7777Similar to the analysis of Section 2.10, the

maximum growth rate I',,.,. of the decay instability (linear Brillouin scattering
instability) is determined by that matrix element as follows

AN
(2329) 1—‘mam = |Vk0k11k2||A0‘?
where wavevectors are chosen to satisfy the resonance conditions

Wko = Wk, + ka

2.330
( ) ko = ki+ko.

Eq. (2.329) implies that I}, Q,lfé 2 A maximal value of Qy, corresponds
to ko = —k; with ko = 2kg. Such process is called backscattering because the
scattered EM wave ki points in the opposite direction to the EM pump wave
ko. A scalar product (Skx-Sk,»,) in (2.328) also ensures that the maximum value
I'ae corresponds to the same polarization vector direction for both incident and
scattered EM waves, i.e. A = A;. Thus the stimulated Brillouin scattering is
at maximum for the backscattering of EM waves with the same polarization. In
terms of experimentally observed EM wave frequency spectra, it means that the
pump wave results in the formation of the extra peak in spectra which is shifted

downwards in freque This effect was first observed by Leonid Mandelstam in (1928).
777

2.13. Stimulated Raman scattering

The stimulated Brillouin scattering considered in Section 2.12 corresponds to
the scattering of EM waves on acoustic phonons. The second type of phonons rou-
tinely observed in condensed matter are the optical phonons (see e.g. Ref. 777
discussion of such phonons). A scattering of EM waves on optical phonouns is called
the Raman scattering or the Raman effect. This is another example of inelastic
scattering. Raman scattering was discovered by Sir Chandrasekhara Venkata Ra-
man (Ref. 77?) in 1928 and awarded him the Nobel Prize in 1930. That scattering
was also discovered by Leonid Mandelstam in??? but published [LM28] later than
the paper of Raman, see Ref. for historic accounts [Fab03] 77?

777 The inelastic scattering of light was predicted by Adolf Smekal in 1923[3]
and in older German-language literature it has been referred to as the Smekal-
Raman-Effekt.[4] In 1922, Indian physicist C. V. Raman published his work on
the ”"Molecular Diffraction of Light”, the first of a series of investigations with
his collaborators that ultimately led to his discovery (on 28 February 1928) of the
radiation effect that bears his name. The Raman effect was first reported by Raman
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and his coworker K. S. Krishnan,[5] and independently by Grigory Landsberg and
Leonid Mandelstam, in Moscow on 21 February 1928 (one week earlier than Raman
and Krishnan). In the former Soviet Union, Raman’s contribution was always
disputed; thus in Russian scientific literature the effect is usually referred to as
“combination scattering” or “combinatory scattering”. Raman received the Nobel
Prize in 1930 for his work on the scattering of light.[6]

2.14. Stimulated Raman scattering in high temperature plasmas

777

2.15. Removal of cubic terms in the Hamiltonian for nonlinear system
with non-decay dispersion law

If in the previous sections we dealt with introducing the Hamiltonian structure,
then further we will suppose that we were able by some way to introduce canonical
variables and together with them complex variables diagonalizing a quadratic part
of the Hamiltonian. In this section we turn to the classical perturbation theory for
the wave Hamiltonian systems which is based on an assumption about smallness
of wave amplitudes. Difference of the wave systems from the finite-dimensional
ones consists in that application of the perturbation theory to the wave systems
leads to appearance of the resonant dominators not at separate points, as it is for
finite-dimensional equations, but on the whole manifolds. By their classification,
we arrive at the whole set of standard Hamiltonians and corresponding equations.

Suppose that in a medium there is one type of wave with non-decay dispersion
law wy, (see Section 2.11.1) and amplitudes ayx, whose evolution is determined by
the Hamiltonian equations

Oa 0H
(2.331) 6—;‘ =g
We assume that the Hamiltonian H in equation (2.331) has a form of power series
(2.332) H=Hy+H;+Hy+...,
where

Hy = /wk|ak|2dk
is the quadratic Hamiltonian with the dispersion law wy,
Hjz = /(ka1k2dkaklak2 + CC)5(k — ki — kg)dkdkldkg
1
(2.333) +§ /(Ukklkzakdkl ay, + c.c.)0(k + k; + ko )dkdk; dks
is the cubic Hamiltonian, Hy is fourth-order Hamiltonian etc.

Consider a transformation from the variables ayx to new variables ¢y in the form
of integral power series,

ac=al) +d? +. . =a + /kalkzcklckzé(k — k; — ko) dk;dks
+ /Mkk1k25k10k26(k +k; — kz)dkldkg

(2334) + /NkkleEklékQJ(k +ky + k2)dk1dk2 +...,
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where Ly, x,, Mxk,k, and Nyk, k, are matrix elements (functions) which depend
on integration variables k, k; and ky. Also al((l) = ¢k, and af) includes all terms
quadratic over a, @ in equation (2.334), etc. One can perform symmetrization of
Lxxk,x, and Nxx, x, over k; and ky because they enter symmetrically in the first and
the third integrals in r.h.-s. of equation (2.334). Thus without loss of generality we

assume that
(2.335) Lk, x; = Likoky,  Nkike = Nikok -

Our goal is to choose such a transformation (2.334) to eliminate the third order
terms Hj from the Hamiltonian (2.331). That transformation must be canonical
to ensure that the Hamiltonian equations for the transformed Hamiltonian are in
canonical form,

8ck 0H
2.336 — = —i—
(2.336) o~ e
The canonicity of transformation is ensured by the requirement
(2337) {(Lk, (_lk/} = (5(k - kl), {ak, ak/} = {(_Lk, C_lk/} =0,

where the Poisson bracket for complex variables ¢y and ¢y which are defined as
the continuous analog of the definition (1.120)

oF 0G OF 0G
2. PGy = N K
( 338) { ,G} / (ack// 85}(” aék” 801{”) I

We obtain from equations (2.334), (2.338) and (2.337)

) 2) 1) (@
{aai} = {0y + {0 0} + oy ald} +
=0+ Mkt Gtk + 2N~ k-1 C—k—k — Mg/ [k’ Ciet k!
(2339) - 2Nk|k’|7k7k’é—k—k' + h.o.t. = 0,

where h.o.t. means cubic and higher order terms in a, a. We also added vertical
bars into subscripts of matrix elements to distinguish different arguments of matrix
elements were necessary. Equation has to be satisfied for any k and k’ which
requires

(2.340) Myx,x, = My kk,
and
(2.341) Nk ks = Nikikks-

We conclude from equations (2.335) and (2.341) that Nk, k, is symmetric with
respect to all three indexes.
We obtain from equations (2.334), (2.338) and (2.337) that

{a,a} = {0, a0} + (o, a0} + {al”, a2} + ...
= 6(k — K') 4+ 2Ly i ket + Micr je—w/ ket + 2L [k—w Ck—k/
(2.342)  + My 1w Cse + hoot. = 0.
Equation (2.342) is identically satisfied provided
(2.343) Myx,x, = fQEkakl,
where we also used the symmetry conditions (2.335) and (2.340).
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Equations (2.334) and (2.343) results in
ak = cx + /ka1k20k10k25(k —k; — ko)dkidks
— /2Ek2kk16k10k26(k +ky — ko)dkydks
(2.344) + /NkklkZEklékzé(k + ki +ko)dkidka + .. ..
Plugging in equation (2.344) into the Hamiltonian (2.332),(2.333) and requiring

that the cubic terms Hj to vanish identically in new variables ¢, and ¢ we obtain
that

i
(2.345a) Lk, = ———ake
W — Wgy — Wiy
U,
(2.345D) Nix,x, = teker feo

Wk + Wiy + Wiy |

where we performed symmetrization of wy over ki, ko to obtain (2.345a) and sym-
metrization of wy over k, ki, ko to obtain (2.345b).

Equations (2.344) and (2.345) imply that the canonical transformation which
removes the cubic terms Hj in the Hamiltonian (2.332),(2.333) is given by

Vi
ax = Ck — / ﬁcklckzé(k — k1 — kg)dkldkg
WE — wk1 - ka

W
+2 / ek g6 0(k + ki — ko)dk; dks
W — wkl - wk}g

U,
(2.346) - / #ﬁ%cklcb&(k +ky +ko)dkydky + ...
Here the first two integral terms guarantee the cancelation in the Hamiltonian
(2.344) of two terms with the matrix elements Vi, k, and Vi, k,, while the last term
gives the cancelation of the other two terms, proportional to a*a*a* and aaa. These
two transformations (elimination of both pairs from H) are independent and can
be carried out separately. This procedure for successive elimination of perturbation
terms in the Hamiltonian expansion by means of canonical transformations is called
classical perturbation theory. In constructing such a theory we quickly come up
against the problem of ”small denominators”, related in the present case to the
appearance of nonintegrable singularities near the manifolds

:07
kK+..+k —kig —... — k, =0,

which give the condition for an nth order resonance. The simplest manifolds already
appear in the elimination of the three-wave Hamiltonian H; (2.333), when (cf.
(2.346)):

Wi+ o W — Whyyy — e — Wk

n

Wi + Wi, + Wi, = 0,

(2.347) k+k +ko=0

and
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Wy — W, — Wy, =0,

(2.348) k—k; —ky =0.

Satisfying the first condition is possible if waves with negative energy exist in
the medium, and then one of the frequencies wy must be negative. Such a situation,
as a rule, occurs in unstable media, for example, in a plasma with a current. If there
are no waves with negative energy in the medium, then the terms proportional to
a*a*a* and aaa can be eliminated from H; by a canonical transformation, and in
this sense they are unimportant (non-resonant).

The possible existence of solutions of the system (2.348) depends on the form of
the functions w(k). For isotropic media, in which w(k) depends only on | k |, there
is no solution if w(0) = 0 and w”(k) < 0. Such a situation is realized, for example,
for surface gravitational waves. For capillary waves the resonance conditions (2.348)
are satisfied.

If the conditions (2.347), (2.348) have no solutions then the three-wave terms
are eliminated. Among the fourth order terms the important one is the Hamiltonian
in the form

(2349) Hs = /Tk1k2k3k4azl aZQ k3 Ay 6k1+k2*k3*k4ndkiﬂ
for which the resonance condition
Wy + Why — Wey — Wi, =0,
ki +ko—ks—kys=0

has solutions independent of the form of w(k). Here the three-wave interaction
leads to a re-normalization of the vertex Tii, koks in (2.349):

*
T - T(o) U—kz—k&kzki’»Ufkfkl,kkl
kkikoks = L Ekkikoks
1 Whtky T Wk + Wi,y

* *
Vk2+k3kzk3 Vk+k1kk1 _9 kazk*kz ngklkg—kl

+2
Wk+k, — Wk — Wiy Whs—kq + Wk — Wky
¥ *
_2Vk1k3k1—k3Vk2kk27k . zvklkzkl—kzvksfkk?.*k
Why—k + Wk — Wk, Wiy —k + Wi — Wiy

*
Viekgk—ks Vg ko —ky

(2.350) 2 .
wkz—kl + wkl - wk}g







CHAPTER 3

Hamiltonian variables in hydrodynamics

3.1. Simple waves in Hydrodynamics

We now consider a particular 1D version of Euler equations (2.66)-(2.68) of
compressible hydrodynamics of barotropic fluid by assuming a dependence only on
a single spatial coordinate € R (which replaces r € R” of Section 2.4) with the
velocity v € RP replaced by the single component v € R alon x which result in

dp 0 B
E‘F%(Pv)—a
v Ov op
10p 1,
Ap) = —— = —c¢ ,
(p) S » (p)

where r.h.s. of Eq. (2.68) is rewritten in the equivalent form through A(p) using
the chain rule of differentiation and by analogy with Eq. (2.88) we defined the
“nonlinear” speed of sound c¢(p) as

dp 2
o c“(p).
In contrast, Eq. (2.88) defines the linear speed of sound of the average background

density po.
We study a special class of solutions of system (3.1) when the velocity is defined
by the density

(3.1) v=1(p),

which is called by a simple wave.
In this case, the first equation in (3.1) can be rewritten as

(3.2) (gt + S(p)gx> p=0,
where
(3.3) S(p) = gp [lov(p)] = v(p) + pa:;(pp),

with v(p) is undetermined by Eq. (3.2). To find an expression for v(p) we use the
second equation in (3.1) together with (3.1) which takes the following form

(3.4) gz (?9;) + U(p)ax> + /\(p)% =0.

115
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Equations (3.2) and (3.4) is the system of two linear homogeneous equations

for the unknowns % and %. A solvability condition for that system is the zero

value of the determinant of its coefficients,
1 S(p) ov ov
3.5 v O =—v+Ap)— =—S(p) =0,
(3:5) 2 2u, 1)) | = gyt T AP~ 5,50)
which gives that
A
(3.6) S(p) =v+ 5.
ap
Equations (3.3) and (3.6) result in
Ov ) S| c?
3.7 — ) ==Xp) ==
(37) <8p P (°) p?
which implies that
v _ ¢
dp p
resulting in
p
v== / @dﬁ,
PO 5

where the refence density py can be chosen at our convenience. The characteristic
velocity S apparently takes two values S = S, = £S5

(3.5) 5(0) = o) = o) = elp) = [ “Ehae
PO

For the special case of a polytropic gas,

_ (P
C=C | —
Po

Note that ¢q is the sound speed if p = py. So, for a polytropic gas,

~—1
3.9 Si =4 2 _
(39) - 71%(m> y-17
In the special case v = —1,
p_ %
p

S:ﬂ:CO
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Note that S is constant and independent of density, and the pressure P is
negative. This is the “Chaplygin gas” which can be used as a model for dark
energy in the Universe. In the case of the Chaplygin gas, cg = ¢, the speed of light.

In the general case,

(3.10) U(p):'yzlcol(ppo)%l_l]

In the limit v — 1,
S=v=cyln (p)
Po
as

If v > 1, then % > 0. In this case, the ”‘simple wave,”” which is a solution of

equation (1.2), has a tendency to create a compressional shock wave.

WAVE IMAGES HERE

In the case v < 1, g—i < 0 and the simple wave generates a shock wave of

rarification.
WAVE IMAGES HERE
In both cases, solutions of equation (3.2) become multivalued as ¢t — Fo0.
Equation (3.2) can be solved exactly. First, we seek a particular solution of the
form

(3.11) p=xz— A(p)t
After differentiating by t and x, we get

pr = —A(p) —tA'(p)p:

pe=1—tA(p)ps

Hence,
__—Al)
P T A ()
o
Pe = 114 (p)

Now we can choose A(p) = S(p). Doing so gives p; + S(p)p. = 0.
A general solution of (3.2) has the form

(3.12) p=F(z—Alp)t)

where F(x) is an arbitrary function of one variable. An alternative form of this
solution is

(3.13) z—A(p)t = f(p)
Here, f(p) is another arbitrary function of one variable.

Let us address the following question: can we find a function A = A(p,v) that
satisfies
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0A 0A
(3.14) U s

Equation (1.9) can be rewritten as follows:

0A0p 94Dy | (0A0p  0ADY
dp ot Ov Ot op dx  Ovox)
Using (1.1) to find the time derivative gives

Gp . ONOA L (Op \Op\0A _ (0A0p 04D
<v8x +p8x) Op * (”833 +)\Bx> ov _S(ﬁp Ox * Ov Oz

The coefficients of % and % must vanish; this gives us

0A 0A
0A 0A
Pafp = (5 - 'U)%

Multiplying these equations yields the relation (S —v)? = A\p = ¢2. There are
two solutions, S4+ = v & ¢. This means that

P /
(3.15) Ar =v i/ Lp,)dp'
PO

Therefore we have the following system of equations:

9A4 dAL

which is just another form of the initial system, (1.1). Suppose A_ = 0. Then,

[0

in accordance with (1.4). Also, in this case, Ay = 2v(p). This is a simple wave
solution. In general, AL are called Riemann invariants. Now, let v = 2. Then,

P e(p!
[ =)o
pPo

A =v+c—co=5+ — ¢

A_=v—c+c=5_+¢

or

S =co+ At
S_:*C()‘FA_

Now, system (1.13) splits in a pair of independent equations for Ay. In the
general case, the velocities St depend on both Riemann invariants.
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For any dependence of Sy on AL, system (1.13) has an infinite number of
conservation laws. Let us try to find a pair of functions F' = F(A4,A_) and
G = G(A;4, A_) satistying the relation

OF  8G
Then,
OF _ OF DA_  OF 9A, (o OF 0A_ . OF DA,
ot 9A_ ox | 9A, ot TOA_ Oz THA, Ox
(3.18) G  0G dA_  9G 9A,

9z~ 0A_ 0z ' 04, 0z

By plugging (1.15) into (1.14) and canceling terms before ag%, one obtains a

system of hyperbolic equations

OF  0G
Svoa, Taa, 0
oOF  oa

Any solution of this system generates a conservative quantity for system (1.13).
Finally, we consider the case of weak nonlinearity. Suppose

p=po+dp
B

S(p)=So+ 5L + ..
Po

Then system (1.2) becomes the Hopf equation,

ov ov
or Ve =0
Here,
0 0 0
o ot
V=5 @
o

3.1.1. Hamiltonian systems. Let ¢(z,t) and p(x,t) be real functions on R!.
Let H|[q,p] be a functional. We will study the dynamical system

dq  OH
a — op
dp OH
o bq

This is a Hamiltonian system, where H is the Hamiltonian, and ¢ and p are
canonically-conjugated variables. If H does not depend on t explicitly, it is a
constant of the motion. Indeed,
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dH _ <5H8(]+5H8p)dx:/< 0H §H 5H5H>dx20

dt bq Ot op Ot g op ' b oq

The system of hydrodynamic equations, (1.1), is a Hamiltonian system. To
prove this, we introduce the hydrodynamic potential v = g—i’. Then the second
equation in (1.1) can be integrated by x, which gives the system

op 9 [ 06\
(3.20) E + % (pax> =0
06 1 [0¢\>
(3.21) 5 T3 (835) +W(p)=0
Here,
P P c2(p) P10P
(3.22) Wio)= [ Moo= [ “Pap= [ 20 dp
po po P po P Op
Let us introduce the Hamiltonian
H=T+U T:%/quidm
P
(3.23) U= [elpar o) = [ Wp)dp

PO

Then equations (2.19) and (2.20) can be rewritten as

Op O0H 0¢ 0H

24 @ _ 0= A
(3:24) ot ¢ ot op

All the equations mentioned above can be generalized to the two and three
dimensional cases. If we assume that the fluid flow is irrotational, in other words
curl v =0, then v = V¢. Then equations (2.19) and (2.20) become

Jdp . _
En +div (pVep) =0
o¢

(3.25) 5t %(w)2 +W(p) =0

These equations are Hamiltonian, with T = 1 [ p(V@)2dr.

3.1.2. Hamiltonian structure of simple waves. Notice that equation (3.2)
can be presented in the form

o 0 GH _
ot Oz op

Where H is a local functional of p:

H:/E(p)dp E=/S(p)dp

(3.26) 0
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System (3.26) is Hamiltonian for any choice of functional H. To prove this, let
us define f(z) = %—IZ. Then,

Op(x) | Of(x)

o T ar

One can split p(x) into symmetric and skew-symmetric parts,

o) = 7 (4t + 52

Now,

SH = [ O:O %wx _ % [ O:o (@) {(Sq(z) + a‘;gf)] do

1> e ,
= > [ U@+ st = [ (@) - Fca)in(aye
Hence,
1 6H
E(f(@ + f(—2)) = E
1 , , B _5£
(3.28) S @) ==
Then,

which gives us

g 1,, , _oH
@) - ) =
and, in the same way,

op _ _0H
ot &q

What is the difference between Hamiltonian systems (3.20) and (3.26)? They
have different phase spaces. The phase space of system (3.20) is composed of a pair
of functions defined on the entire z axis, —co < z < c0. In the case of system (3.26),
the pair of canonically-conjugated functions ¢(z), p(x) is defined on the half-axis
0 < z < co. In practice, it is more convenient to work with the single function p(z).
To make this possible, we must generalize the definition of a Hamiltonian system.
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3.2. Dynamics of ideal fluid with free surface

Consider the dynamics of an incompressible ideal fluid with free surface and
constant depth. Fluid occupies the region

(3.29) —h<z<n(x1), x=(zy),

where (z,y) are the horizontal coordinates and z is the vertical coordinate pointing
upwards. The time dependent vertical location of the free surface 7(x,t) is called
the surface elevation and assumed to the the smooth function of x. A particular
case when 7)(x,t) looses smoothness (but remains continuous) along a line in x
plane such as the limiting Stokes (see Section ?7?77) is considered separately below
in Section 777.
Viscosity is assumed to be absent and the fluid’s velocity v is potential one,

(3.30) v=Vo,

where ®(r, z,t) is the velocity potential and V = (8%, 8%, %) Incompressibility
condition p = const implies in the first Euler equation (2.67) that

(3.31) V-v=0.
Together with (3.30), equation (3.31) results in the Laplace Eq.
(3.32) V20 = 0.

The second Euler equation (2.68) with the acceleration due to gravity term g
(points in the negative direction of z axis) added to the r.h.-s. of (2.68) for the
potential ® satisfies the Bernoulli equation:

0 1
ar 2
where p is the pressure, g = |g| is the acceleration of gravity, and we set density of
fluid to unity p = 1.

There are two types of boundary conditions at free surface for Egs. (3.32), (3.33).
First one is the kinematic boundary condition which states that each fluid particle
at the free surface moves with the surface. This statement can be written as that
the total (material) derivative % of 1 equals to the vertical fluid velocity at the

(3.33) (V®) +p+gz =0,

free surface %—‘f , l.e.
z=n
dn  0On 0P

( ) dt ot (V )TI z=n 0z z=n
Solving equation (3.34) for % we obtain the equivalent form of the kinematic BC

0 0P
(3.35) a1 (— ~Vn- V<I>) = va/1+ (V)2

ot 0z z=n
where
(3.36) v, =n-VOo

is the normal component of fluid’s velocity at free surface, and n = (—=Vn, 1) [1 +

(Vn)z} /2 is the unit normal vector to the free surface pointing to outside of the
fluid.
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Kinematic boundary condition results from the physical condition that a free
surface propagates with fluid particles. Consider Lagrangian variables for the de-
scription of hydrodynamics (see Section 3.10), r(a,t) = (x(a,t), z(a,t)). A velocity
of fluid particles in these variables is given by

dx dz

Only a normal component of the fluid’s particle velocity affects the motion of free
surface. Then the kinematic condition that the fluid particle at the free surface
moves with the the surface is given by?7?

dx dz
(3.38) v-n= (dt’dt) ‘n = v,
Second type is the dynamic boundary condition at free surface
\Y
(3.39) p‘z:n = _oV- U

VIt (V)2
where o is the surface tension coefficient which determines the jump of the pressure

at free surface from zero value outside of the fluid to p‘zzn value inside fluid.
Boundary condition at the bottom is

(3.40) ®,|.ep=0

which means that there is no flow through the bottom, ®,.|.—_p = v,|.——p = 0.
The absence of viscosity in the ideal fluid implies that the fluid velocity can have a
nonzero components vg|,=—_p and vy|.=_, along the bottom.

The total energy, H, of the fluid consists of the kinetic energy, K, and the
potential energy, U:

(3.41) H=K+U,
(3.42)K = % / (V®)2dr = ;/dx/:; (V®)%dz, 1= (x,2),

—h<z2<n, x€R2

(3.43) U= %g/nde+a/ {\/1+ (Vn)271]dx.

Here x = (z,y) is the horizontal coordinate.
It is convenient to introduce the value of the velocity potential at interface as

(3.44) @]Z:n = U(x,1).
Then
(34s) 0¥ - 0%Cum(x,t).t) _ [0%(x,z1) | OnO%(x,z 1) |
ot ot ot ot o ||
z=n(x,t)
Here ‘g—‘f can be expressed from the kinematic BC (3.34).

z=1)
We now show that that the free surface problem (3.32) — (3.40) can be written

in the canonical Hamiltonian form

on SH 9V 6H
(3.46) a0 o en
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with the Hamiltonian H defined in (3.41) so it coincides with the total (potential
and kinetic) energy of fluid.

We convert the integral (3.42) into the integral over free surface using integra-
tion by parts, the boundary conditions (3.40) and taking into account the Laplace
equation (3.32) to remove the volume part of the integral. It results in

1 1 2
(3.47) K= i/q/vnds = 5/\1111”\/ 14 (Vn) dx,

where v,, is the normal component of velocity at free surface defined in equation
(3.36) and we used that the integral over elementary surface area ds is related to
dx as follows

(3.48) ds = /1 + (Vi) “dx.

Equations (3.43) and (3.47) result in the Hamitonian (3.41) rewritten as the
surface integral

(3.49) H:%/\I/vn\/l—l—(Vn)2dx+%g/n2dx+a/[ 14 (Vn)” = 1] dx.

The Hamiltonian equations (3.46) require to express the Hamiltonian (3.49) through
the canonical variables  and ¥, i.e. we have to find v,, through n and ¥. That
problem can be understood as finding a Dirichlet-Neumann operator G for the
Laplace equation (3.32) which relates the Dirichlet boundary condition (3.44) to
the Neumann boundary condition (3.36) as follows

(3.50) v\ 1+ (Vn)* = GO,

where the factor 1/1+ (Vn)2 is chosen for convenience to a little more compact
expressions because v, enters together with that factor in Eq. (3.49). We conclude
that while the Laplace equation (3.32) does not appear explicitly in the Hamiltonian
equations, we still have to solve the Laplace equation (3.32) at each time ¢ to find
the Dirichlet-Neumann operator (3.50).

Because the Laplace equation cannot be solved explicitly for the general form
of the free surface, then the Hamiltonian (3.49) cannot be expressed in a closed
form as a function of surface variables n, . Instead we solve the Laplace equation
(3.32) by perturbations to presented the Hamiltonian (3.49) by the infinite series
in powers of surface steepness |Vn|:

(3.51) H=Hy+Hs+Hs+....

Here Hy, Hs, H, are quadratic, cubic and quartic terms, respectively.
Fourier transform (FT),

(3.52) Uy = % /exp(—ik -x)¥(x)dx,

is the canonical transformation which conserves the Hamiltonian structure and Eqgs.
(3.46) take the following form:

ome  OH 9w SH oo
ot - 5\I/_k, ot - 677_1{7 Nk = 1—k; k — ¥ —k-

(3.53)
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FT (3.53) of the Laplace equation (3.32) results in
2, O
(3.54) <k + 822) Dy(2,t) =0,

where @y (z,t) is FT of ®y(r,2,t) over the horizontal coordinates r = (z,y). A
general solution of equation (3.54) is given by

(3.55) Bie(2,1) = Cu(t)eb* + Dyc(t)e "=,

where the amplitudes Ck(t) and Dx(t) are the functions of k and ¢. The boundary
condition at the bottom (3.40) together with equation (3.55) relates Cy(t)eF* and
Dy (t) as follows

0 _
(3.56) g@k(z,t) =k [Cx(t)e ™" — Dy(t)e""] = 0.
z=—h
Assume that ®x(0,t) is known. Then equations (3.55) and (3.56) result in
Dy (0,1)
(357) Ck(t) = e%th(t) = W,

which implies that

D, (0,t) cosh(k[z + h]) .

(3.58) Pi(z,1) = cosh(kh)

3.2.1. Linear surface waves. By limiting in equation (3.51) to the quadratic
Hamiltonian Hy we find the leading term for v, in the the Hamiltonian (3.49) as
follows

(3.59) Up = %fbk(z,t)

where O(|kn|) means terms with the additional smallness ~ |kn| ~ |Vn|. That

smallness has the meaning of the typical surface steepness and it plays the role of

the small parameter in the perturbation series (3.51). Here k and 7 are the typical

wavenumber and typical elevation of surface perturbation above plane r = 0.
Equations (3.49) and (3.59) result in the quadratic Hamiltonian

_ 1 2 2
. 2 =5 [ { Al + Bulme

Ay = ktanh(kh), By = g+ ok?, k= |k|.

+ O([kn|) = Wi (t)k tanh(kh) + O(|kn]),
z=0

The dispersion relation wj, of gravity-capillary waves is immediately obtained from
equation (3.60) as

(3.61) wjp = Ax By = k(g + ok?) tanh(kh).

It follows from equation (3.61) by looking at the factor (g + ok?) that the
gravity effect is more important at g > ok? while the surface tension is dominant
for g < ok?. It defines the gravity-capillary scale

2
(3.62) Nge = ) hige =
£ kgc
at which the gravity and capillary forces equally contribute to the dispersion relation
(3.61). For the surface of water at room temperature Ay, ~ 1.7cm.

)

=
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wy=(gk tanh(kh)) "2

20

k
1 2 3 4 5

FIGURE 1. A dispersion relation wy, (3.63) of the surface gravity
wave of the depth h vs. k for g = h = 1. It is seen that wy has the
sub-linear growth at all £ which ensures the non-decay dispersion
law.

At k < kg, the dispersion relation (3.61) is reduced to
(3.63) wi = kgtanh(kh).

This dispersion relation has the non-decay type as seen Fig. 1, see Section 2.11.1.
Small fluid depth/shallow water limit. Assuming that kh < 1 we obtain from
(3.63) that

(3.64) wi, = k(gh)'/? |1 — @ +O(kh)*|,

i.e. the dispersion relation is almost linear with the small negative dispersion be-
2
cause of the term —% which ensures non-decay dispersion law in that limit.

Deep fluid limit. Assuming that kh > 1 we obtain from equation (3.61) that
(3.65) wip = gk + ok®

which is the dispersion law of gravity-capillary wave on the surface of deep fluid.
This dispersion law is decay type because wy o k32 at the capillary-dominated
scales A < 27 /kge, (ie. k> kgyc) reducing equation (3.65) to the dispersion law of
the capillary wave,

(3.66) wi = ok?,

with @ = 1/2 in equation (2.288). For the surface of ocean capillary waves often
show up near the crests of large oceanic waves.

The opposite limit A > 27 /kg., (i.e. k < kge) results in the dispersion law of
surface gravity waves

(3.67) wi = gk.

These waves are most common in deep ocean with their typical scales ranging from
tenth of cm to many hundreds meter. The dispersion law (3.67) is of non-decay
type with & = 1/2 in equation (2.288). When the oceanic gravity waves propagate
towards the coastline or reach other shallower areas of the ocean, then the dispersion
law (3.67) typically has to be replace by the more general expression (3.63).

The analysis of the dispersion relation???
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wy=(gk+ak3)112
3.0
25

2.0

k

0.5 1.0 1.5 2.0

FIGURE 2. A dispersion relation wy, (3.65) of the surface gravity-
capillary wave of the infinite vs. k for ¢ = o = 1. It is seen that
wy has the decay dispersion law ensured by wy o< k3/2 at k > kge.

3.2.2. Nonlinear surface waves. To consider higher order terms Hs, Hy,. ..

in the Hamiltonian (3.49), we introduce a shift operator L, as follows
(3.68)

f(x,2,t) =L.f := (1+ZZ+Z+...+RZ+...) f(x,z,t)

z=0
which relates f(x,z = 0,t) to f(x,z,t) for the harmonic function f(x,z,t) by the
Taylor series expansion over z at z = 0. Plugging z = n(x,t) into equation (3.68)
results in the shift operator

(3.69)
] 772 82 nn on

f(Xan(X;t),t) :Lnf = <1+n8z+2'322++n'@z" +> f(X7Z7t)

z=0
which relates f(x,z = 0,t) to f(x,z = n(x,t),t) by the Taylor series expansion
over z at z = 0.

We assume that f(x, z,t) is harmonic in the domains

(3.70) z <n(x,t)and 2 <0

which ensures a convergence of the Taylor series in (3.69) by the real analyticity
of any harmonic function. We notice that the solution of the Laplace equation
(3.32) with the Dirichlet BC (3.44) (called by Dirichlet problem, see e.g. Ref. 777)
generally guarantees that ®(x, z,t) is harmonic only for z < 7(x,t) and continuous
at z = n(x, t). It means that for the generic function ¥(x,t) which is the continuous
in x and for x such that n(x,t) < 0 we cannot generally expect a convergence of
the Taylor series in (3.69) because z = 0 is located either outside of water for
n(x,t) < 0 or exactly at the free surface for n(x,t) = 0. However, in practical
physical situation (with ®(r, z,t) specific to water dynamics) a lack of convergence
of the Taylor series in (3.69) implies that the continuous extension of ®(r,z,t) to
outside of fluid (which is 3D analog of the analytical continuation in the complex
analysis) has singularities just outside of the fluid surface thus invalidating the
expansion (3.51) of the Hamiltonian in powers of the nonlinearity. Such strongly
nonlinear solutions are not considered in this section (see Sections ??? for examples
of such strongly nonlinear solutions which require different approaches that (3.51)).
Thus below in this section we assume a convergence of (3.69) for any harmonic
function f.
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In practical simulations one can use the explicit expression of ®y(z,t) through
@y (0, t) as follows from equation (3.58). Then choosing z = Ny := maxn(x,t) > 0
X

and applying inverse FT

1
(3.71) flx)= o /exp(ik - %) frdk,
7r
to both sides of equation (3.58) results in
1 ) Dy (0, t) cosh(k[Nmaz + h])
72 D(X, Pmaz,t) = — k- dk.
(372) () = 5= [ exptite- ) LS

A convergence of the integral over k in r.h.s. of equation (3.72) in the limit
kh — oo is ensured if |®)(0,t)| decays faster than e~ *7mas (here we used that

2 (0:) ZZ?;}{;%”ZJF}LD — @ (0,t)eFmes in that limit).

We consider a particular case of infinitely deep of fluid, » — oo. Then the
dispersion relation (3.61) and the quadratic Hamiltonian (3.60) turn into

(3.73) wp = Ak By = k(g + ok?)
and
1
(3.74) Hy = B / {k\\I/k|2 +(g+ 0k2)|77k|2}dk.

Taking limit h — oo in equation (3.58) gives that

(3.75) Dy (2, 1) = Dy (0, 1)k

Equation (3.75) allows to explicitly find all derivatives of ®y(z,t) over z at z = 0.
Then the inverse FT of these derivatives can be plugged into equation (3.69) for
the shift operator L, with f = ®. It results in

2
3.76)  B(x,n(x,8),0) =0 = (1+nk+ LE2 ... ) ®(x,0,t) := L, ®(x,0,t),
2! "

where k is the positive definite linear integral operator which corresponds to the
multipication on k in Fourier space.

It is important to note that the ordering of both 7 and k is important in the
definition of the shift operator i/n in equation (3.76). To better understand that
ordering we can expand r.h.s. of (3.75) in Taylor series over z at z = 0 and apply
inverse FT (3.71) to both sides of (3.75) to obtain that

2
(3.77) D(x,2,t) = <1+zk‘+ ;kQ—l-...) D(x,0,t).

Here we moved each power of z to the left from each power of k. Tt is always possible
because the linear operator k£ does not depend on z. Only after such ordering we
were able plug in z = n(x,t) into equation (3.77) which results again in equation
(3.76).

Inverting the shift operator L,, (3.76) we obtain that
(3.78) D(x,0,t) = L, " W(x,1).
Such inversion can be done using a formal operator identity

(3.79) (I4eAd) t=1-cA+2A2 S+, 0<ex1
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which can be verified at each order of ¢ by multiplying both sides of equation (3.79)
on (1+¢eA). To apply (3.79) to L,,, we set that €A = L,  — 1. Here the small param-
eter € = |kono| ~ |Vno| < 1 means small slopes of free surface perturbations, where

ko and ng are typical wavenumber and height of surface perturbations, respectively.
Then equations (3.76) and (3.79) result in

A 2A A~ A~
(3.80) Lt =1—nk— %kz +nknk ..

To calculate %@k(z,t)lzzn we differentiate equation (3.75) over z and apply
inverse FT (3.71) to obtain, similar to equations (3.77) and (3.76) that

2
(3.81) D(x,z2,t) = (1 + zk + %kQ +.. ) k®(x,0,t)
and
0 s Aoaa
(3.82) a@k(z, t) = Lyk®(x,0,t) = LykL, "W (x,t),

z=n

where we used that any derivative of the harmonic function is also the harmonic
function as well as we took into account equation (3.78).
In a similar way, by taking gradient of equation (3.75) over x, we obtain that

(3.83) (V) - VOi(2,t)|,_, = Lyk®(x,0,t) = (Vn) - L, VL, ' ¥(x,1),

Using the kinematic boundary condition (3.35), equations (3.82) and (3.83) we
find that

(3.84) vp\/1+ (V)2 = (@Z—vn~vq>)

= Lk = () - L,9] L w(x, ).

z=1
Respectively, the Dirichlet-Neumann operator (3.50) is given by
(3.85) G = {ﬁnk — (V) - Env] Lt

and the Hamitonian (3.49) takes the following form

(3.86)

H:%/qz[inkf(vn).ﬁnv] ﬁ;lﬁldx+%g/n2dx+a/{ 1+(V7))271]dx.

Expanding the Hamiltonian (3.86) into the power series over the small param-
eter € ~ | V| and using equation (3.80), we obtain after F'T over x and taking into
account the definition of k that the quadratic Hamiltonian Hs is given by (3.74),
the cubic Hamiltonian is

1
BT = [T + ke + K dkdicdi

and the quartic Hamiltonian is

1 (2) g
H4 = 2(27T)2 / |:Lk1,k2,k3,k4\pk1 \Ilk2 - Z(kl ’ k2>(k3 ' k4)77k177k2:|

(388) XT]kST]k45(k1 + k2 + k3 + k4)dk1dk2dk3dk4,
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where the matrix elements Ll((ll) K, and Lfi) Ky ks k, A€ given by

LY\, = ki ko — kike,
1

1
(3.89) Lgi),kz,ks,kz; =y kike (k1+3 + kogs 4+ kia + k2+4> - 5(74%2 + k3k1),
kj =1kl Ky = [k + Kl

The corresponding dynamical equations for the canonical variables n and ¥
follow from (3.46),(3.51),(3.74),(3.87),(3.88) and (3.89) giving

DL g+ oV 4 5 [(b0)* — (Y9)?] — (k)]
5o0) — (V20) (kW) — SV - [Vn(V- V)|,
3.90

O — b V- (V0] — ko] + ]k i) )

+ %V2 [k W] + %/%[n2v2x11]7

where we used the inverse FT (3.71).

The expressions for the cubic and quartic terms of the Hamiltonian (3.49) for
the general depth h and corresponding dynamic equations which replace (3.90) are
given in Appendix 777

3.3. Dynamics of ideal fluid with free surface in two dimensions

Consider the motion of ideal fluid with free surface in R? which does not depend
(uniform) in one direction. Then Euler equations (2.67), (2.68) are reduced to
equations in two spatial coordinates (z,y) € R? while be independent on the third
coordinate. The resulting Euler equations describes 2D hydrodynamics of ideal
fluid. Boundary conditions have to be also uniform along the third coordinate which
implies that third coordinate has to coincide with one of orthogonal horizontal
directions of unperturbed (flat) fluid’s free surface. Similar to Section (3.2), we
define the fluid domain by

(3.91) —h <y<n(), r=(zy),

where is x is the horizontal coordinate and y is the vertical coordinates pointing
upwards (i.e. in the opposite direction to the acceleration due to gravity vector
g). Note the change of notation in comparison with Section (3.2) that y is now the
vertical coordinate in comparison with z being the vertical coordinate in Section
(3.2). The reason for such change of notation is historical for 2D hydrodynamics
as well as the letter z is used below for other important quantity.

The fluid’s velocity has two components v = (v, v,) which are defined for the
potential flow through the velocity potential ®(z,y,t) as

(3.92) v=Vd

with V = (0z, 0y). similar to equation (3.31), the incompressibility condition p =
const implies the Laplace equation

(3.93) V20 = 0.



3.3. DYNAMICS OF IDEAL FLUID WITH FREE SURFACE IN TWO DIMENSIONS 131

The second Euler equation (2.68) with the acceleration due to gravity term g
(points in the negative direction of z axis) added to the r.h.-s. of (2.68) for the
potential ® satisfies the Bernoulli equation:

1
(3.94) ¢frﬂv¢f+p+gy=m

where p is the pressure, g = |g| is the acceleration of gravity, and we set density of
fluid to unity p = 1.

Similar to equations (3.35) and (3.39), we have the kinematic boundary condi-
tion

0
(395) a1 = (‘I)y — 0w am(b)‘ =uvpV/1+ (8z77)2,

ot y=n
and the dynamic boundary condition at free surface

021

3.96 = =00y ——
(3.96) pl,—, AT T
where
(3.97) v, =1n-VOP
is the normal component of fluid’s velocity at free surface, n = (—9,n,1)[1 +

(axn)Q]_l/ % is the interface normal vector and o is the surface tension coefficient
which determines the jump of the pressure at free surface from zero value outside
of the fluid to p’yzn value inside fluid.

Boundary condition at the bottom is

(3.98) S

which means that there is no flow through the bottom, @, |y,=—p = vy|y=—p = 0.
While the ideal fluid implies that the fluid velocity can have a nonzero component
Ug|y=—n along the bottom.

The total energy, H, of the fluid

(3.99) H=K+TU,

consists of the kinetic energy, T,

(3.100) K= %/dm[h (Vo) dy,

and the potential energy, U,

(3.101) U= %g/nzda:+a/[ 1+ (Vn)g—l}dx.

Similar to the definition (3.44), we introduce the value of the velocity potential
at interface as

(3.102) 9P| = U(x,t).

y=n
The reduction of equations (3.46) to 2D flow results in the canonical Hamiltonian
form

on H 0¥ SH
(3.103) ot 8w ot oy’

of 2D hydrodynamics with free surface.
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So far this Section was the immediate adaption of 3D flow results to 2D flow.
However, study 2D flow offers significant advantage if we introduce the stream
function O(z,y,t) as follows

0 0 0 0

3.104 —0O0=——¢=— d —0=_"0=u,

( ) ox dy Yy an Ay ox Y
which allows to satisfy the incompressibility condition identically by

0 0 0 0 0 0
3.105 Viv=— — vy =——0+ — [——06]| =0.
( ) M + 8yvy oz Jy + dy [ ox ]
We define the complex velocity potential 11 as
(3.106) II=7o+i06.

with the definition (3.104) representing the Cauchy-Riemann conditions for analyt-
icity of II(z,t) in complex variable

(3.107) z =1z +1y,

where z and y are in the fluid domain (3.91). In other words, II(z,¢) is the com-
plex analytic function of z but not of its complex conjugate z. It implies that the
complex analysis can be used to address 2D hydrodynamics with ¢ playing the role
of parameter. Analyticity of II(z, t) ensures that its real part ® and imaginary part
© are harmonically conjugated functions.

It is convenient to consider the conformal map z(w,t) at each time ¢ from the
strip —h < I'm(w) < 0 into the area occupied by the fluid. Here h(t) is the thickness
of that strip which is generally time-dependent. The conformal map ensures that
the Laplace equation in (z,y) variables turns into the Laplace equation

(3.108) (02 +02)® =0

for ®(u,v,t) := ®(z(u,v,t),y(u,v,t),t).

The Laplace equation in the strip have the explicit solution for any smooth
boundary conditions which provides the explicit form for the Dirichlet-Neumann
operator (3.50)777?

3.4. KHI for the interface between ideal fluid 1 below and viscous fluid
2 above the interface

We consider incompressible 2D motion of two fluids of infinite depth in the
plane (z,y) in the gravity field g. These fluids are separated by the interface

(3.109) y=n(z,t)

as schematically shown in Fig. 77?7 with the surface tension coefficient o at that
interface. The constant vector g is pointing downwards, g = —gy, where ¢ is the
unit vector in the positive direction along axis y. The fluid 1 is located below the
interface (3.109) and is assumed to have the negligible viscosity. The fluid 1 is
located below the interface (3.109) and is assumed to have the negligible kinematic
viscosity. The fluid 2 is located above the interface (3.109) and is assumed to have
the nonzero dynamic viscosity 1o and the density ps. We notice that 7y is completely
different quantity compared with 7 in equation (3.109) but we choose to keep the
notation 72 to be consistent with the notation of the book [LL89a]. We define the

kinematic viscosity as vp = %.
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The dynamics of the lower ideal fluid is given by the Euler equations for velocity
Vi,

1
(3.110) Oyvy + (Vl . V)Vl =g — ;Vpl,
1

and the incompressiblity condition
(3.111) V-vi=0

where the subscript “1” refers to the fluid below the interface, p; is the fluid 1
pressure and p; = const is the fluid density.

The dynamics of the upper viscous fluid is governed by the Navier-Stokes equa-
tions for the velocity va,

1
(3.112) Opva + (vy - V)vy = @VQVQ +g— —Vpo,
P2 P2
and the incompressibility condition
(3.113) V.-vy=0

where the subscript “2” refers to the fluid above the interface, ps is the fluid 2
pressure, py = const is the fluid density, and 7 is the dynamic viscosity.

Assuming background uniform and time independent flows U; = U;Z for fluid
1 and Uy = UsZ for fluid 2 along the horizontal direction x (here Z is the unit
vector in the positive direction along axis x) with the plane interface n = 0, we
obtain the exact solution of Eqs. (3.112)-(3.111) as follows

V] = Ul"f?,

Vo = Uzi‘,
(3.114)

pP1 = p19Y,

P2 = p2gY,

where we assumed without loss of generality that the pressure at the unperturbed
interface n = 0 is zero.
We look for the perturbation of the flow (3.115) as

vy = U2 + 6vy,
vy = UsZ + 0va,
p1 = P19y + 0p1,
P2 = p2gy + 0p2,

(3.115)

where vy, va, dp1 and dp, are small perturbations. A linearization of Egs. (3.112)-
(3.111) with respect to these small perturbations together with the assumption that

(3.116) 8v1,0vVa, Op1, Opy o elfa@—iwt

results in

1
—iwdvy + Uqikgovy, = —p—VcSpl,
1

1
(3.117) —iwdvy + Usik,0vy = %(—ki + 3§)V2 — gV(Spg,

ik‘x(SULx + (9y51117y = O,
ikw5v2,m + 8y6v2,y =0.
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We apply divergence to the first Egs. in (3.117) which removes all terms with
0vy and 0vy by the incompressibility equations (3.113) and (3.111). In particular,
equations for pressure fluctuations take the following form

1
—(—k3 +93)dp1 = 0,
(3.118) pll
g(fki +02)8p2 = 0
which implies that
) . . . .
ﬂ _ Clelkmxflwt+|km|y + CQelkm1*1Wt*|km|y’
(3.119) 6p !
% _ C3eikxmfiwt+|km|y + C4eikmzfiwt7|km|y’
2

where ¢y, ca, c3, ¢4 are constants.
We assume the decaying boundary conditions

(3.120) 0vy,0p; — 0 as y — —oo and dvy, dpy — 0 as y — +oo,

i.e. deep inside fluid. It implies that ¢c; = ¢ = 0 and equation (3.119) is then
reduced to

) . )
(3.121a) L _  iker—ivttlkaly
P1
0 . )
(3.121b) P2 _ . eiker—ivt—lkaly,
P2
Plugging (3.121a) into the first Eq. in (3.117) results in
(3.122a) 5010 = Ayeifar—iwt+lkely
(3.122b) Sv1y = —isign(k,) A elFeriwitlkely

where A; is the arbitrary complex constant with the arbitrary constant ¢; of equa-
tion (3.121a) absorbed into A;. The incompressibility is satisfied by the factor
—isign(k,) in equation (3.122b).

Plugging (3.121b) into the second Eq. in (3.117) results in the inhomogeneous
system of two linear second order ODEs over y with constant coefficients for the
unknowns 6vy , and dvy . These equations are however decoupled and we consider
ODE for v, only while the expression for dvs 4 is recovered later from the incom-
pressibility condition. The inhomogeneous part of the solution of that ODE results
from the gradient of the pressure variations (3.121b). The general solution of that
ODE is the sum of a particular solution of the full inhomogeneous system and a
general solution of the homogeneous system resulting in

(3123) 61}27x — Ageikmxfiwtf\km\y _i_32eikmxfiu)iffm,gy7
where

. ik \ /2
(3.124) g = (|,%|2 _w U21> ’

125} V9

and As, By are two arbitrary constants with the arbitrary constant ¢4 of equation
(3.121b) absorbed into Az. We assume that the square root in (3.124) have the
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principal branch such that the term ByelF=?~1@t=m2y in equation (3.123) decays as
y — ~+00. We also removed another term oc elF=2=wt+m2y from (3.124) to take into
account the decaying boundary conditions (3.124).

Equation (3.123) and the incompressibility condition in the fourth equation of
(3.117) imply that

(3.125) Oy = isign(kx)Age‘k”*‘“tflkz‘y + 1—Bgelk””"”*“"’5*’”2”.
mao

Plugging equations (3.121),(3.122),(3.123) and (3.125) into (3.117) allows to
recover the constants ¢; and ¢4 in (3.121) to obtain the expressions for the pressure
fluctuations as follows

6& — Al (w _ U1> eikmw—iwt+\km\y7

k

(3.126) 5’) ! -
ﬂ = A <w o U2> eik:zzfiwt7|kz|y.

P2 kx

Equations (3.122)-(3.126) provide general solutions of the system (3.117) which
satisfy the decaying boundary conditions (3.124) with the arbitrary complex con-
stants A, Ay and By. We use these arbitrary constants to satisfy boundary con-
ditions at the interface (3.109). We need to take into account both dynamic and
kinematic boundary conditions.

The dynamic boundary condition for viscous fluid involve the continuity of
both tangential stress and normal stress at the interface. The full expressions are
provided in the book [LL89a] (give them here ??7). The tangential stress of the
ideal fluid 1 is zero. In the linear approximation we replace (3.109) by the condition
at the flat surface y = 0 which gives together with equations (3.123) and (3.125)
that

1 N 3 . .
;Jé|y:0 = ayvz,Q + 8xvy72|y:0 = _|km‘A261kmw—1wt _ m2B2€1k}ma:—1wt
2
i i i2k2 . .
+ 12k, sign(k, ) Ageke® 1wt 4 _ 72 B piker—iot
ma
i i —B . )
= 2|k, | Agehar it | — 22 (2 |2 )ethar—ivt
ma2
ikpa—ivt _ D i ke \ o
ma |%] 12

The viscous part of the normal stress is zero at the interface because the fluid
1 is ideal. The pressure contribution is nonzero and must be continuous across
the interface. For the normal stress we have to take into account the unperturbed
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pressure evaluated at the interface which all together with equations (3.115),(3.122)-
(3.126) gives that

P2 — P1 — 202p20yV2,y|y—0 = —(p2 — p1)gn + Op2 — Op1 — 202p20,V2 y|y—0

_ _(p2 _ ,01)97] + pzAz (k _ UQ) elk‘zil)flwt _ plAl <k _ U1> 61]611371(.015

i i lkx ikyr—iw
— 2u509 {(—|kjw|)iSign(k$)A2elka—l“’t + (_m2)m732€ K t:|
2

w ik — it w iky 2 —iw
= —(p2 — p1)gn + p2 A2 ( - Uz) efet =it _ o 44 (k - U1> elboz—iwt
xT

ky
(3.128)
— 2uopa(—iky) [ A2 + B2] eihromivt — 0(—’%25)77,
where
(3.129) 1= meterTir,

The kinematic boundary condition is given by 0;n = vi(2),y, — (Vi2) - V)0ly=y
which if written separately for each fluid together with 9;n = —iwn give in the
linear approximation that

(3.130) —iwn = v1y — (V1 V)nly=0 = 601 yly=0 — Urikzn,

— ium = V24 — (Vg . V)’Iﬂy:o = (51)24/ y=0 — Ugik‘gjn.

Egs. (3.122a),(3.122b),(3.123),(3.125),(3.127),(3.128),(3.129),(3.130) form a ho-
mogeneous system of 4 linear equations for the unknowns Ay, As, Bo, 1. Its solv-
ability condition gives the following dispersion relation

(3.131)
. 2
(p1 — p2)glkas| + olka|® = p1(w — Urks)? + p2 (w — Usky + i202k2) " + 4pav3 [y [Pma.
Particular case is Uy = Us = p; = 0 which gives the following dispersion
relation

. 2 )
iw g / iw
3.132 2 — — =44/1—
( ) ( ng%) k3v2 vok2

It give the same expression as on page 136 of Ref. [LL89a] if we replace ¢ — —g
there because our liquid 2 is located above the surface (3.109) while in Ref. [LL89a]
the single fluid is located below the free surface.

3.5. KHI for the free surface of Helium II with both normal and
superfluid components between ideal fluid 1 below and viscous
fluid 2 above the interface

The difference with section 3.4 is that the viscous fluid 2 is now also below

the interface (free surface). We now replace index 2 by “n” and index “1” by “s”.
Navier Stokes equations for the normal component of fluid

5 1
(3.133) vy + (Vi - Vv = 2V2y, — g — —Vp,,

Pn n
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and the incompressibility condition
(3.134) V-v,=0

where 7,, means the dynamics viscosity of the normal component. In a similar way,
the ideal fluid is given by the Euler equations

1
(3.135) Ovs+ (Vs - V)ve = —g — p—VpS,

and the incompressiblity condition
(3.136) V.-v,=0.

Here in the usual way we separated pressure to the superfluid and normal
components ps and p,,, respectively such that each of the satisfy Navier-Stokes eqs.
and the actual (total) pressure in the fluid is given by p = ps + p,. Assuming a
background uniform flow U; 5 = U, 22 along the horizontal direction x we represent
solution in the following form

vy = UsZ + 6vg,
(3.137) Vi = Und + 6v,,
Dsn = —PsngY + OPs.n-

Then the linearization of the above egs. together with the assumption évs, 0vy,, dps n

elF==19t pegylts in
1
—iwdvg + Usiksdvy = —p—V&ps,
. . 2 1

(3.138) —iwdvy + U, ik v, = E(—ki + 85)vn - p—nV(Spn,

iky0vs 5 + Oydvgy =0,

kg0 o + Oyov, 4 = 0.
We define the kinematic viscosity as

Mn

3.139 Un = —,
( ) Pn

where we note that we defined here v, in a little NONSTANDARD way because
we normalized the dynamic viscosity by p,, not by p = ps + pn.-

We apply divergence to first two eqs. in (3.138) and use incompressibility
to obtain the equations for dv,,dps and separately for dv,,dp,. In particular,
equations for pressure fluctuations take the following form

1
7(_k925 + 65)6175 =0,

(3.140) pf
—(=k2 +02)0pp, =0
Pn
which implies that
ops — ¢peiken—ivttlkely 4 o pikor—iwt=|kely
(3.141) Jps
P _ ppeiker—ivttlhely 4 o cikea—iwt—|kaly

Pn
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Assuming now exponential dependence on y as dvs, §v,, 0ps , oc elFe®TWiHrsny

and setting the condition that solutions decays at y — oo we obtain that
ks = ‘kx‘a
(3.142) w o\ /2
"fn:_‘kzlv and Kk, = <|k1|2_+Unx) = My,
Un Un

L.e. addition to solutions for dv, v, with pressure given by (3.121) we also for the
normal fluid the second solution without pressure with the corresponding values of
Kn given in Eq. (3.124).

Assume that

(3.143) §vg.0 = Ageiher—ivttily

where A; is the arbitrary complex constant. Then from the incompressibility we
conclude that

(3.144) vs.y = —isign(k,) A elker—iwttlkaly

In a similar way using both solutions in the second Eq. in (3.142) and incom-
pressibility, we obtain that

(3.145) Sz = A, ehar—iwttlbely | B cikeo—ivttmay
and
(3_146) 6'Un,y — _iSign(k/,w)Anelkmx—lwt-‘r\kw\y _ IJBnelkzx—wt-&-mny’

My
where A,, and B,, are the arbitrary complex constants. Note that contrary to Egs.
(3.123) and (3.125), we assumed in Eqgs. (3.145) and (3.146) that both compo-
nents of superfluid are located below a free surface then only decaying Fourier
components at y — —oo are taken into account. Then plugging in equations
(3.141),(3.143),(3.144),(3.145),(3.146) we obtain the explicit expressions for the
pressure fluctuations as follows

0ps _ A, (w _ Us) gikez—iwttlksly

S kl
(3.147) P
% =A, w U, eikzzfithr\kz\y.
Pn ky

To satisfy boundary conditions we need to take into account both dynamic and
kinematic boundary conditions.
Tangential stress gives

1
!
— 0 |y=0 = OyVy n + Oxyn
n

— 1%k, sign(k, ) ApelFermit —

y=0 = |kw‘An€1kmz—1wt + manelk‘m:E—lwt

:21.2
ik . .

anelsz iwt
My

i i B . )
= 2|kx|An61k1171Wt + #(mi + ki)elkzxfwt
n

. = - nel zT—iw + -_n _ lﬁ + Un lkg: elkax—lwt =0.
(3148) =2kl Aneiterior 4 Do (52 ike

n n Un
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For the normal stress we have to take into account the unperturbed pressure
evaluated at the interface which all together gives

—Pn — Ps + 2Vnpnayvn,y|y20 = (pn + ps)gn - 5pn - 5ps + 2Vnpnayvn,y|y20

= (pn + Ps)977 — pnAn (w - Un) elfat—iwt _ psAs (W - Us) eifar—iwt

kq kg
Fa ikyx—iwt lkl ikyx—iwt
+ 22U pn [(—|kz|)151gn(km)Age @ + (—mg)m—Bge @ }
2

—_ (pn + Ps)gﬁ o pnAn (;: - Un) eiksziwt o ,DsAs <I:j o U;) eikw:cfiwt
(3.149)

+ 21/2p2(—i]€x) [A2 + BQ] eikzz—iwt = U(—ki)m
where
(3.150) n = neferTivt

Kinematic boundary condition is given by 01 = v1(2,y — (Vi(2) - V)1|y=y Which
if written separately for each fluid together with 9;p = —iwn give in the linear
approximation that

—iwn =v1 4y — (V1 - V)n|y=0 = 6v1 y|y=0 — U1ikzm,
(3.151) Y ( 1 ) |y y‘u

— iwn =V2,y — (V2 . V)r]|y:0 = (5U27y y=0 — Ugikmn.

Egs. (3.122a),(3.122b),(3.123),(3.125),(3.127),(3.149),(3.150),(3.151) form a ho-
mogeneous system of 4 linear equations for the unknowns Aq, Ay, Ba, 1. Its solv-
ability condition gives the following dispersion relation

(3.152)
(ps+pu)glke| + o1k [* = polw—Uska)?+ p (w = Unka +120,k2) + 4pov2 ks ',
Particular case is Uy = Us; = p; = 0 which gives the following dispersion
relation
iw \? g iw
3.153 2 — =44/1—
(3.158) (o) *w ol

which is the same on page 136. of Ref. [LL89a].

By comparison of dispersion relations (3.131) and (3.152) we conclude that
they are obtained from each other if we change the sign of ps (or the sign of the
corresponding p,,) in their Lh.s.

3.6. Hamiltonian formalizm for the motion of the interface of two ideal
fluids

Consider the motion of boundary surface separating two ideal fluids in a grav-
itational field g. We assume that axes z has opposite to g direction.

The boundary surface coordinates are given by eqn. z = n(x,y,t). The first
heavier fluid (index 1) occupies the region —oo < z < n and the second slight fluid
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(index 2) occupies the region n < z < oco. Normal surface vector is given by the
equation

1
= (=Vn,1) ——ex.

1+ (Vn)®

It is assumed that fluids motion is irrotational one and that the upper fluid moves

—

as a whole relatively to the lower with average velocity V', which is parallel to the
axes & :

(3.154) Vi=V¢i, Vo=V +Ve,.
Fluids incompressibility condition leads to Laplace equation for velocity poten-
tials ¢q 2 :
(3.155) A¢pr2 =0.
The boundary conditions at infinity are:

¢1 — 0 for z — —o0

(3.156) ¢o — 0 for z — 400 .

The boundary conditions of equations (3.155) on the boundary surface z = n are
separated on kinematic and dynamic ones.
Kinematic condition on z =7
dn 0On -
3.157 —=—+(VV)n=1V,,
(3.157) e AU
is given by the equality of fluids velocities components, normal to the boundary
surface:

Vn,1|F = Vn,2|F
or
0 0 _
158) (G2 = (0onIn) Loy = (52 - (7,900 = (V6,9 ) oy

The dynamic boundary conditions is determined by the residual of the pressure
of two fluids on the boundary surface which equals to the surface tension term:

Vi
VI+(Vn)?

Meanwhile the pressures can be expressed by Bernoulli equation through the ¢4 2 :

(3.159) po — p1 = adiv

g1 | (V¢r)? , Vi _
(G = 55 ) o oo s -
2
(3.160) :e<8£2+ (v?) +(V,V¢z)+gn> o= -

Here e is the densities ratio e = £2. The equations (3.155-3.160) form the closed
system of equations.

Let us introduce the boundary values of velocity potentials U1 = ¢1 |,—, , Uy =
P2 ‘z:n and their linear combination

(3161) U = pqul — pQ\I/Q.
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The known values of ¥q 5 ensure solvability of the Laplace equations (3.155). Then
it is possible to find by direct calcination that a set of equations (3.155-3.160) can
be written in hamiltonian form [11,12] :

oV §H 9y §H

3.162 — =
( ) ot~ on’ ot ov

where Hamiltonian

H:% / e[(v¢2)2+2(v¢2,17)] d?’r—i—% /(V¢1)2d3r+
(3.163) +/ {g;’ (1—€)+af 1+(vn)2—1)} &*r

with the accuracy of a constant coincides with the total fluids energy. Here and
below we set p; = 1.

For the subsequent calculations it is convenient to write Hamiltonian (3.163)
as a surface integral:

/[v U1+ (V)2 + eWs(V, V)
(3.164) (1= )gn? + 2a(\/1+ (V)2 }

Her and below ¥ = (z,y) is a two dimensional vector in horizontal plain, V is a
gradient operator with respect to = and y.

In (3.164) we need to express the normal component of velocity V;, and potential
W5 through the canonical variables ¥ and 7. To do so first it is necessary to salve
Laplace equations (3.155) with boundary conditions (3.156):

(3.165) b1.9(7,2) = / ¢172k(0)eikz+“3fd2k,

where
1 = (), —ikT 7
¢1,2k(0) = (277)2/¢1’2(T’O)6 k d2'r , k= (kz,ky),

and then it is necessary to find V,,, W5 with the help of boundary conditions
(3.158),(3.161). It is evident that explicit expressions for V;, and ¥ can be ob-
tained only by expansion of (3.158),(3.161) in series by small parameter | Vg |
which is a typical boundary surface slope angle. As a result Hamiltonian will be
expressed in a power series of canonical variables ¥ and 7.

3.7. Linear Kelvin-Helmholtz Instability

Since the 19th century the Kelvin-Helmholtz instability (KHI) has been con-
sidered as one of the main mechanism of surface waves generation by wind (see e.g.
[1]). The capillary forces and gravitation cause the threshold appearance of this
instability. The surface waves generation exists only if the wind velocity V exceeds
the critical value V., connected with the minimal phase velocity Vj,;n = min% of
gravitational-capillary forces in the absence of wind:

1

(3.166) Vor = 72

Vm,in .
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Here
(3.167) W= [9(1 —+ akﬂ

is the dispersion law of gravitational-capillary waves, g is the acceleration of gravity,
« is the surface tension, € = % is the ratio of upper ps and lower p; fluids densities.
We assume that ¢ < 1. E.g. for air and water ¢ = 1.24-1072 < 1 and critical wind
velocity V., = 6.4 significantly exceeds the minimal phase velocity Vi, = 235%.
It is necessary to note that KHI is aperiodic one. The structure of linear waves
spectrum radically changes near to increment maximum of KHI. In Fourier space
this maximum lies in the intermediate regime between gravitational and capillary
fields of dispersion law: k ~ kg = \/g . However well beyond the instability region
the dispersion law coincides with (3.167). If the wind velocity slightly exceeds the
threshold value V., then only small wave disturbances having wave vectors near
to k = Igo are generated, where the direction of Eo coincides with the direction of
wind V and |ko| = V.

KHI exists only for ideal fluids without viscosity. Just from this fact the critical
velocity (3.166) exceeds the minimal phase velocity Vi, of gravitational-capillary
waves for large parameter ﬁ The surface waves spectrum (3.167) looks like to the

Landau excitation spectrum of liquid helium [2]. And similarly to the superfluidity
destruction of liquid helium it is possible to expect the surface waves generation
for V> Viin. A linear theory of similar type was created by Miles [3]. According
to this theory the surface wave generation for V' > V,,;, is possible due to fluids
viscosity. The viscosity leads to the boundary layer formation in the air near to the
water surface. The surface waves generation is connected with the existence of the
shear flow V = V(2) in the boundary layer, where z is a vertical coordinate. The
increment of Miles instability near to V,,;, is small in comparison with wy. This
increment grows with the growth of the wind velocity and it has no singularity for
the V' ~ V.. These features are different for Miles instability and KHI.

Recently Zakharov and Newell [4] developed nonlinear theory of surface waves
generation by Miles instability. This theory is based on the kinetic equations of
weak turbulence. For V' > V,;, the instability region lies in the gravitational
part of spectrum. The growth of waves amplitudes is bounded by the cascade
processes. These processes form two Kolmogorov type spectra [5]. First is the cascade
of constant flux of wave action in the range of long gravitational waves. Second
is the cascade of constant energy flux on small scale of capillary waves. In the
intermediate gravitational-capillary region these two spectra have to fit each other.
But this is possible only if wind velocity does not exceed some value of the order
of V., (3.166). If wind velocity exceed this critical value then the energy flux from
gravitational region does not equal to the energy flux to capillary region. As a result
waves accumulation and waves condensate formation take place in the intermediate
region. According to [4] this leads to the rough sea foam formation. This prediction
agrees with the experimental observation that near to the wind velocity V ~ 62
the part of the sea surface covered by the foam grows very fast (see [6 — 10]).
But we can note that KHI arises at the same wind velocities. Is it possible that
KHI also leads to the foam formation? In the present work we try to answer this
question by studying nonlinear stage of KHI development. The perturbation theory
by small parameter, which is the typical slope of boundary surface between two
fluids, is created. The using small parameter does not give the complete picture of
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foam formation because from the mathematical point of view the foam generation
means the singularity appearance on the boundary surface where slope becomes
of the order of unity. In present work only the general tendency on instability
development is obtained. It is shown that the first nonvanishing order nonlinearity
by wave amplitudes results in the explosive amplitude growth. Moreover if the
wind velocity is slightly less critical one (3.166) then rigid mechanism of instability
is realized. It means that small perturbations decay but dig ones blow up in a finite
time.

In section 2 basic hydrodynamic equations in hamiltonian form describing KHI
are obtained for irrotational fluids motions. In section 3 the perturbation theory
by small parameter, which is a typical boundary surface slope, is developed. Near
to the instability threshold, when

2 2
|5| — |V _‘/;7'|,
Va

the perturbation theory is simplified because only narrow (in Fourier space) wave
packets are generated. On this bases the nonlinear relativistic (2+1) Klein-Gordon
equation |¢|* is obtained, where —d corresponds to the mass square and nonlinear
interaction corresponds to attraction. The nonlinearity sign results in explosive
wave amplitudes growth. In section 4 the space-uniform solution and automodel
asymptotics of this eqn. is found. Using the integral estimation method the suffi-
cient collapse criterion is established. This criterion follows from the second order
differential inequality for the square norm of wave envelope. By simple substitution
studying this inequality reduces to the analysis of the motion of Newton ”particle”
in some potential. In last section the comparison with satellite observations is
discussed and comparison KHI with Miles instability is made.

3.8. Nonlinear Kelvin-Helmholtz instability

The linear theory of KHI can be expressed by quadratic Hamiltonian in k-
representation (see [?]):

. 2
€ k,V)
(3.168) H<2>=1/ l~c|\I/;€\2+1 wi—< el | d*k
2 k 1+e ’

where wy, is given by (3.167). According to (3.168) the plain boundary surface
becomes unstable under the condition:

o4 L\ 2
(3.169) -T2 =w? — M
1+e€

This instability is known as linear KHI. Its increment is equal to I'g.

Everywhere below we assume that the fluids density ratio is small ¢ < 1.
This condition significantly simplifies the subsequent analysis. According to (3.169)
increment I'j is positive if wind velocity exceeds critical value V' > V., where

< 0.
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Here ky = \/g is a wave number of neutral perturbation on the instability threshold.
If the supercriticity is small:

V:-Va

*= vz

< 1,

then the instability is quasimonochromatic one. Linear waves are generated only
in a small neighbourhood Ak ~ kod'/? of k = ko, where ko is parallel one to the
wind velocity V. In this neighbourhood increment I'y, can be written as follows:

1¢2 ¢
1 2 =22z _2¥
(3.170) : Wo[ x k(%],

where
k=ko+q lg <ko, V=(V,0,0), w?=2gk.

So, near to KHI threshold it is natural to use wave envelopes:

where 11,7 are slow function of 7,

B 1 . o . 1 . o
Pi(7t) = W/‘I’(ko + e TIdPq g (7 t) = W/U(k?o + Qe T d?q .

The small values of parameters §, 7 result in the following estimates for ¥, Psig
in the frame of linear theory:

\:[11 \/S — ’L\E
3.171 ) ~ i
@11 b ﬁ

ko 1
This estimation shows that velocity fluctuations of upper fluid exceeds velocity
fluctuation of lower fluid an large parameter 1 e. From physical point of view it
means that upper slight fluid rapidly follows the slow movement of lower heavy
one. It is simply to understand that this velocity fluctuations ratio retains also for
nonlinear stage of KHI development. In particular it means that in the first order
by € the normal velocity component V,, of the boundary surface equals zero:

0 -,
(3.172) 992 [\ + (vn)? = (7, 9)n.

on
In the next order by € we obtain the usual equality of normal velocities of two fluids
(3.158).

Using the approximate boundary condition (3.172) and Laplace equations (3.155)we
can express potential Wy only through 7. This result drastically simplifies the per-
turbation theory. Additional simplification comes from the smallness of the term
1 [Vo,Uy/1+ (Vn)2d*7 by parameter § of the Hamiltonian (3.163) (see [?]). That
is the Hamiltonian (3.163 is reduced to:

(3.173) H = %/ [6@2(17, V)nt + (1— e)gn® + 2a(y/1+ (V)2 — 1)} &7 .
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The nonlinear interaction results in harmonics appearance. In addition to the
main space harmonic k= Eo the whole number of harmonics are generated. Instead
of (3.171) we can write for (7, ¢) and n(7,t) :
(3.174)
W(F, £) = o + 1 (7, ) Fom) 4 93 (7, £)e ™ Fo) iy (7, £)e2 R0 ™) 4 s (7, t)e—2Fom) 4
(7, ) = no + mu (7, 8) e For) (7, 1) e =1 R0 oy (7, 4)e2iFom) 1 s (7 ¢)e=2ikom) 4

Here v; and n; are slow functions of coordinate. Their widths in k-space are of the
order of the width of the main harmonic k = Eo.

Up to the forth order of perturbation theory it is necessary to take into account
the zeroth, the first and the second harmonics. In this approximation it is possible
to obtain the closed equation on envelope of main harmonic n; (see [?]). This
equation can be written in dimension variables (after rescalinng wot — t , v/2kox —

T koy — Yy .4/ %koﬂ —n ) as follows:

(3.175) ne = 6n+ An+|n*n .

where we omit the subscript 1 for 7;. Equation (3.175) is the nonlinear relativistic-
invariant Klein-Gordon equation with the Hamiltonian:

1
(3.176) H = [l = ol + (90 = 3 nf*)a?r

Main feature of this Klein-Gordon equation and the Hamiltonian (3.176) is
that a nonlinearity in the first nonvanishing order doesn’t lead to the instability
stabilization. Moreover it is possible to consider the nonlinearity in equation (3.175)
as a negative correction of the critical velocity V., that is nonlinearity enlarges
instability.

It should be noted that equation (3.175) describes the evolution of surface waves
envelope as for positive § > 0, when linear instability exists, as for negative § < 0,
when linear instability is absent. Although for the case V' < V¢, and small |§] < 1
the system is linearly stable one, the nonlinearity can result in the instability for
the final amplitude perturbations. In this case waves generation is rigid one, wave
amplitudes tend to infinity in a finite time. This statement is almost trivial one
for space-independent solutions of (3.175) but for space-localized solutions it needs
the special consideration.

3.9. Wave collapse criteria for nonlinear KHI

To find the condition of rigid waves generation it is necessary to study solutions
of equation (3.175). The simplest one is the space-uniform solution n = n(t). In
this case the equation (3.175) is Newton equation of particle movement in central-
symmetric potential. If we write n(t) = Re’®, R > 0 then is possible to obtain the
closed equation on R :

3.177 R=——
( ) OR '’
where effective potential is given by equation
) R*  M?
1 = __R2__C
(3.178) Ueyys 2R 1 + SRZ
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and M = R%¢ = const is an angular momentum, Ry = R(t = 0). Equation (3.177)
has energy integral
R2
FE = > +Uesy

Then it is simple to understand for which values of E and M the value of R becomes
infinite in a finite time. Is such cases time ¢( of singularity achievement is given by
the integral:

7 dR
to= [ ————
4 V2AE ~Uesy)
0
In a small neighbourhood of ¢t = t; R(t) the dependence R(t) has the following
asymptotic:
V2
(to—1t)
(IF 6 = M = 0 this is exact solution of (3.177)). In addition to the space-uniform

solution, the automodel substitution in equation (3.175) exists near to the singu-
larity point then nonlinearity dominates (|n|? > §) :

1 r
3.180 = ——g——).
(3.180) n=3—9 (to_t>

In a case of cylindrical symmetry g¢(¢) can be found from ordinary differential
equation:

(3.179) R(t) ~

1 — 4¢2
(1-€2)g" + ng/ +o(lg? -2 =0.

By simple substitution g = Re’# this equation can be written as

1 — 42
(1= )R~ (¢ )R + R+ RR —2) =0,
1—4¢&2
(1= )R + " R)+ g R=0.
The second equation of this system can be explicitly integrated:
;o C
TR gPR

The finiteness condition ¢ in the origo results in C' = 0. Then ¢ = const and R is
given by equation:
1 —4¢£2 R? -2
— R +R—— =0,R(0)=0.
gi-e” T 700
The solution of eqn. (3.181) for £ — oo has the following asymptotic:
R~ c1§72 + czgfl .

This solution has a finite norm ( [ R?d*¢ < o) if ¢ = 0. In this case all integral in
the Hamiltonian H (3.176) are also finite. But it means that the total Hamiltonian
H equals zero, because in other case it would depend on time. The norm square
i R2d?¢ is also independent on time on automodel (¢ = 0) solution. But in general
it is not true. This leads to the conclusion that automodel solution can not be the
general asymptotic for arbitrary initial conditions. What kind of solution is realized
could be found by numeric integration of (3.175). It should be also noted that other

(3.181) R" +
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principal question about the stability of above considered solutions is still open.
It is clear from physical point of view that if the initial conditions of (3.175) have
smooth plato then, in the field of plato, the solution of (3.175) is near to the space
uniform one. As it is shown below the integral wave collapse criteria of equation
(3.175) support this qualitative arguments. Moreover it is found that these criteria
weekly depends on the space dimension (in contrast with e.g. sufficient collapse
criteria in the nonlinear Schrédinger equation [13, 14].

Consider the time evolution of norm square B = [ [n|?d?r > 0 . According to
(3.175) it is possible to write:

d’>B . .
WZ/{QW\Q*'%&W +77tt77}d27"=

= —4H + / {ﬁ\m|2 + 2|V — 25|77|2}d2r.

If we multiply both sides of this equation by B and use the Cauchy-Schwarz in-
equality then it is possible to obtain:

(3.182) ByuB — %Bf > —4HB — 2B

This type of majoring differential inequality is the most general one used for deriving
of sufficient collapse condition in many nonlinear partial differential equations [15].
The simplest form of (3.182) is the inequality

3
(3.183) ByB — 533 >0,

following from (3.182) under the conditions H < 0 and ¢ < 0. The inequality of the
type (3.183) was first used in [16] and later in Kalantarov and Ladyzhenskaya paper
[17] for the obtaining of the sufficient collapse criterion in 1D Boussinesq equation.
It is convenient to write (3.182) in the form of second Newton law by substitution
B = A72. In terms of A we have

OV (A)
184 Ay < —
(3 8 ) tt = IA )
where A has a meaning of some ”particle” coordinate, and V(A4) = — H;4 -9 ATQ is

a potential energy of ”particle” (compare with (3.177)).

Achievement by B of infinity in a finite time means loss of smoothness and
singularity appearance in the solution of (3.175) before or at the same time as B
becomes infinite. In terms of A it means that ”particle” reaches the origo A = 0
in a finite time. If the ”"velocity” A; is negative then inequality (3.184) can be
integrated once:

A

(3.185) E(t) = o> +V(A) > E(0) .
The sign of this inequality means that ”particle energy increases as ”particle” tends
to origo. According to (3.185) it is then possible to obtain the sufficient collapse
conditions. The wave collapse takes place in the following cases:
1)H <0, § <0, A;(0) < 0;
2) H<0, 6>0, E(0) >0, A:(0) < 0;
3) H>0, 6 >0, A(0) < 0 and either A2(0) < 52, E(0) < 2

SH or At(O) <
62
0, E(0) > g5
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In all these cases collapse time t( is estimated from above by the integral:

A(0)

Note that the inequality (3.184) sign means that ”particle” moves not only
under the influence of potential force — 8‘gf4A), but also under the influence of some
nonpositive force directed to the origin A = 0. It follows that the sufficient criteria
1)-3) can be improved. E.g. the condition A;(0) < 0 in cases 1) and 2) can be
omitted. In these cases with A; > 0 the ”particle” reaches the origo after reflection
on the potential. For more detail of similar generalization of collapse criteria see
[?].

Near to the singularity point the time dependence of square norm B = [ |n|?di
is given by:

c
. 2dF > ———
(3.186) /|n| L

This estimation stems from the finiteness of ”particle” velocity near to the origo
A = 0. Then for t — ty A value of A tends to zero at least according to the linear
law, A < Ci(to —t) resulting in (3.186) for B.

It should be noted that estimation (3.186) is dimension independent and cor-
responds to the time-dependence n ~ (to —t) ™! of space-uniform solution (3.179).
The space compression of initial distribution of n looks improbable one. In any
case, if the compression exists it is certainly weaker one then the compression of
the automodel solution (3.180).

Thus it was shown that surface waves generation by KHI is explosive one on
nonlinear stage. This explosive growth of waves amplitudes takes place up to the
value of the boundary surface slope angle of the order of unity, where equation
(3.175) loses its applicability. It should be remembered that (3.175) was obtained
by assumption of small slope angle kn. Then the forth order terms of perturbation
theory can be compensated by terms of next orders. This automatically gives the
angle range kn ~ 1, where capillary forces are crucial ones. It is very natural to
suppose that explosive surface waves growth results in wave breaking and in foam
formation on the wave crests. This suggestion is in accordance with the satellite
and plain observations of the sea surface. According to [6 — 10] if wind velocity
is near to the critical one (3.166), then the dependence of the part of sea surface
covered by the foam is very sharp one.

Consider now the significance of other mechanism of surface waves generation
by wind which is connected with Miles instability [4]. As it was already pointed
out in Introduction, KHI suggest the existence of tangential discontinuity. But
in real fluids (e.g. in air and water) the viscosity results in destruction of the
tangential discontinuity and in boundary layer formation near to the boundary
surface. Miles instability is connected with the resonance between the surface waves
with dispersion law wy (3.167) and shear flow in the critical layer z = z*, where
phase velocity of surface waves is equal to the local fluid velocity:

w

=V(z").

=
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This instability and ray instability in plasma [18] are similar ones. Miles instability
is analog of kinetic ray instability when ray partition function is wide one by en-
ergy and its increment is strongly depend on partition function. The instability of
rather cold ray is hydrodynamic one, it has no dependence on the structure of ray
partition function. The analog o hydrodynamic instability is KHI, because KHI
does not depend on the structure of boundary layer but it only depends on the
wind velocity outside the boundary layer. The problem of quantitative comparing
of Miles instability and KHI lies beyond the scope of this paper. We can only note
that for the significance of KHI one condition is necessary to satisfy. It is necessary
that the wavelength of generated wave significantly exceeds the boundary layer
thickness. In this case the flow outside the boundary layer with good accuracy is
potential one which leads to the KHI theory. If the wind velocity is of the order of
6 - (i.e. V ~ V) then the capillary and gravitational scales of wave spectrum
are significantly separated. Consider as a typical wavelength of gravitational wave
A~ 1 m. It is possible to estimate the boundary layer thickness h, which is formed
in the air blowing over the crest of gravitational wave. The boundary thickness is
given by (see e.g. [1]):

A
VRe '’

where Re = is Reynolds number,v is air viscosity. If A =1 m, V=6,
then h ~ 0.16sm. This thickness is small in comparison with wavelength Ay =
i—g = 1.7sm. It means that KHI is significant one in this case. If A < Ag then
Miles instability dominates and respectively Zakharov-Newell theory [5] dominates
in nonlinear regime. In most real situations both mechanisms are likely significant

ones because they both explain foam formation for the same wind velocities.

h ~

h Ve,
v

3.10. Lagrangian description of hydrodynamics

Lagrangian description of hydrodynamics is based on the tracking the trajec-
tories of individual particles r(a,t) in the fluid which is different from Fulerian
description of hydrodynamics which deals with the velocity field v(r,t) but not
with any trajectories of particles. Here the vector a € R” parametrizes (labels)
different fluid particle and satisfies the initial condition

(3.187) r(a,tg) = a.

Below without loss of generality we choose ty = 0. Each particle in the fluid moves
with the velocity v(r,t) = v(r(a,t),t) := v(a,t). Lagrangian description has the
independent variables (a,7 = t) while Eulerian description has the independent
variables (r, t). We occasionally use 7 instead of ¢ if we want to stress that we work in
Lagrangian variables. A change of independent variables in Euler equations (2.67)
and (2.69) from (r, t) into (a, 7) results in the Lagrangian form of the hydrodynamics
of ideal fluid as follows

al = _l@vaim
(3.188) or p Or

divv =0,
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3.11. Vorticity-velocity form of Euler equations

Incompressible Euler equations (2.67) and (2.69) for the incompressible fluid
with the constant density p = const takes the following form

Dv ov 1
— = — 4+ (v-V)v=—=Vp,
(3.189) o TV p P
divv =0,
where £ = GQ +(v-V) is the material derivative (also called by the total derivative

or the substantial derivative). We look for the solution of the Euler equation in the
domain 2 which can be either bounded or unbounded.
We now exclude the pressure p from Euler equations by defining the vorticity

(3.190) wi=curlv=V xv
and taking curl of the first equation in (3.189) which results in
(3.191) %: =V x (v xXw),

where and we used the vector identities

(3.192) wa:vx(va):%V(v~v)—(v-V)v

to express the advection term (v - V)v while V x V ensures that all terms with
gradients vanish.
We can additionally transform equation (3.191) by using a vector identity

(3.193) Vx(vxw)=v(V-w)—w(V-v)+ (w-V)v—(v-V)w

together with the incompressibility condition from the second equation in (3.189)
and the identity V - w = 0 (follows from the definition (3.190)) which results in

0
(3.194) a%j +(v-Vw= (w- V)v.
Here 1.h.s. represents the material derivative % which corresponds to the advection

of the vorticity by the flow. R.h.s of equation (3.194) describes the stretching or
tilting of the vorticity by the velocity gradients.

Any of equation (3.191) or (3.194) together with the definition (3.190) form
a closed set of equation of incompressible ideal hydrodynamics if additionally we
define the boundary conditions.

We apply curl to equation (3.190) and use a vector identity

(3.195) Vx(Vxv)=V(V-v)- Vi
together with the incompressibility condition to obtain the Poisson equation
(3.196) Vv =Vxw

for v provided V X w is known. For either the unbounded domain with v — 0 for
|r] — 0 or the box with the periodic boundary conditions we obtain from FT of
equation (3.196) the explicit solution

ikak

(3.197) V=g
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where we assumed the zero value of the zeroth Fourier harmonic of v. It means that
we choose a reference frame where the integral of velocity over the spatial domain

Q is zero, [ vdr = 0.
Q

3.12. Canonical variables in hydrodynamics

In this section we generalize the canonical variables introduced in section 2.4
for the potential motion of ideal fluid to include vortex motion in an ideal fluid.
We start from the full Euler equations of hydrodynamics of bartoropic fluid (2.67),
(2.68) and (2.72), which we reproduce her for the convenience,

9 . _
(3.198) s +div (pv) =0,
0 1
(3.199) a—: VYV = =2 V(p) = V().

We know that, for the Euler equations in accordance with the Kelvin theorem,
the circulation of the fluid velocity around any closed contour moving together with
the fluid is conserved. In other words, in such a system there is a certain scalar
function w(r,t) which is convected by the fluid and described by the following
equation:

dp (0 B
(3.200) == ((% + vv) 1=0.

Therefore, in formulating the variational principle for the vortex motion we general-
ize the Lagrangian from equation (2.85) to include equation (3.200) as an additional
constraint which results in

(3.201) L= / [’)‘2’2 —e(p)+o <g’§ + div(pv)> - (?; + vvuﬂ dr,

A is the Lagrangian multiplier. A vanishing of the variation of the action S = f Ldt
with respect to the variable v results in

A
(3.202) v = ;Vu + V.

Here the term V¢ recovers equation (2.69) if x4 = 0 while the term %Vu generally
has nonzero vorticity,

A A
(3.203) w=Vxv=Vx [quJerp] =V x {qu},

where we used the vector identity Vx (fA) = fVXxA+(Vf)xA and that VxV = 0.
Equation (3.203) is called the Clebsch representation of the general vector field v
while A and p are the Clebsch variables. We notice that generally %V,u is not

solenoidal, i.e. div [%Vu} is not identically zero. Thus equation (3.203) generally

does not represent the Helmholtz’s decomposition (also called by the fundamental
theorem of vector analysis) into the sum of the an irrotational (curl-free) vector
field and a solenoidal (divergence-free) vector field.
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A vanishing of the variation of the action S for equation (3.201) with respect
to the variable p results in
0 v?2
(3.204) 87(5 + (vVo) — 5 Tw (p) =0,
which is the generalization of the unsteady Bernoulli equation (2.74) to the non-
potential flows. A vanishing of the variation of the action S for equation (3.201)
with respect to the variable u provides a temporal dynamics for A as follows

oA
(3.205) o + div(Av) =0.
H the last one governs the dynamics of a new variable A.
The choice of A and p for a given value of v is not unique. Let us consider two
sets of potentials A, u, ¢, giving the same value for the velocity v with the help of
Eq.(3.202). Multiplying (3.202) by the differential dr (for fixed time t), we get a

relation between the new and old variables:
A N
dp + =dp = dy' + —dy/
P P
or

A N
(3.206) df =d(p—¢') = —=du— —dy’
p P
The last relation shows that ¢’ — ¢ is the generating function f of a gauge transfor-
mation, depending on p and p/. The old and new canonical coordinates are then
expressed in terms of the generating function f as follows

af af
3.207 A=—p—, N =
(3.207) m P o
determining the nonuniqueness in the choice of Clebsch variables.

Substituting the velocity v expressed in terms of the variables A, 4 and ¢ di-

rectly into the Euler equation (3.199), we verify that

2
% @‘; + (vV)u) +Vp (;2 + (vV)2>+V @‘f +(W)p— T +w (p)> ~0.
Thus this equation is satisfied if Eqgs. (3.204), (3.205) are also imposed. If
it is so the system of equations of hydrodynamics can be said to be equivalent
to the system (3.198), (3.200), (3.204), and (3.205). ??? This is based on the
uniqueness of the solution of the Cauchy problem for the original system and the
one obtained (that is, rigorously speaking, an assumption). In doing this, we must
in addition, by means of the velocity v given at the initial time, construct some set
of functions Ag, po and g, appearing as initial conditions for the system (3.200),
(3.204), (3.205).
Now changing to a Hamiltonian description, we obtain that
3209 N )
ot b’ Ot p
ox  0H Ou 0H
ot ou’ Ot o’

H:/m2 —|—8(p)] dr,

where the Hamiltonian
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is the total energy of the system, see also Eq. (2.76) for the particular case of
the potential flow. For potential flows (A = p = 0) we again arrive at a pair of
canonical variables (p,¢). The enthalpy w is determined from e(p) by equation

(2.77) as 82—(’» = w(p).
P
Canonical variables for the equations of relativistic hydrodynamics,

% + div(pv) =0,

(gt + (vV)) p+mVuw (p) =0,

p=mv(l- v2/02)_1/2 ,
are introduced in analogy to (3.202). In this case,

A
P29+ v
m.op

Just as in the preceding example, the variables (A, u) and (p, ) form pairs of
canonically conjugate quantities, subjected to Eqgs (3.204), with the Hamiltonian

H= / {% (m?c —|—p262)1/2 +e (p)} dr.

A natural generalization of the Clebsch formulation (3.199) is the introduction
of canonical variables for nonbarotropic flows [SW68] when ¢ depends on the den-
sity as well as on the entropy S. For this the equations of motion (3.200), (3.202)
are supplemented by the equation for the entropy advected by the fluid,

0
(81‘, + (VV)) S =0,
and the thermodynamic relation
de = pT'dS + wdp,

with T as the temperature. In this case the transition to the new variables is
accomplished by the formula

(3.209) v =V + %W + gvs.
For such flows (¢, p, A, 1) and (S, 3) are pairs of canonically conjugate quantities:
dp O6H .
—_— = — = —d
ot op VPV
Ao SH v?
7 B A
oN  O6H
A ST g
5 o ivAv,
ou oH
o o YV
08 OH
% 39 divpv+pT,
oS  0H

E
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where H = [[p(v?/2) +£(p, s)]dr. The equivalence of these equations to the equa-
tions of hydrodynamics is verified by direct substitution of the velocity in the Euler
equation (3.199). Thus, in comparison with the barotropic case the number of
canonical variables increases by two.

Now let us raise the natural question: What is the minimal number of the
canonical conjugated pairs for describing any flow? As we saw above, introducing
new canonical variables in the framework of the Lagrangian approach was con-
nected with the addition of new constraints into the Lagrangian. For example, for
the Lagrangian (3.201) they were the continuity equation for the density and the
equation for the Lagrangian (material) invariant p advected by the fluid. In the
nonbarotropic case the new Lagrangian invariant, i.e, the entropy S, was added.

To describe the fluid in terms of the Lagrangian (material) variables it is enough
to give three values (a1, as,a3) = a which, in the simplest case, coincide with the
initial positions of each fluid particles, so that the coordinate of the particle at time
t will be equal to

(3.210) r =r(a,t).

Hence it becomes clear that originally there are three independent Lagrangian in-
variants,

a=ar.),

that are the inverse map to (3.210). All other Lagrangian invariants are functions
of a. If now we assign the equations for a

da  Oa

as constraints ! in the Lagrangian for the fluid we immediately come to three new
pairs of the canonical variables {\;,a;} (I =1,2,3) with the velocity in the form,

(3.211) v=wVa.
Here u; = \;/p and the density p is expressed through a my means of
p=1/J

with J = det||.J;;|| as the Jacobian of the mapping (3.210), and Ji; = dz;/da;
being the Jacoby matrix (for more details, see two next sections). The vector u in
this formula is expressed in terms of the velocity components v; by

u=Jv

where subscript ¢ means transpose.

The representation (3.211) is the most general one. In particular, all the
changes of variables presented above follow from this formula. It can be simpli-
fied although remaining general.

Let us consider reversible smooth changes of variables

a=a(a).
Under these changes the representation (3.211) remains invariant,

VvV = ﬂlV&l,

IThese constraints are called often as the Lin’s constraints [?]
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but the vector u transforms as

aak

Oa;

If we now require that one of the component, say us, is equal to 1, the representation
(3.211) becomes (compare with [Boo])

fblzuk

A A
(3.212) v=Voé+ iwl + fvm.

If now in this equation we put for uo the entropy S, then we come back to the
transformation (3.209). Note that such a reduction is possible if the surface family
of the constant entropy S(r,¢) = const are homotopic to the one of the constant
surfaces, related to, e.g., ai(r,t) = const. Hence, in particular, it follows that in
the barotropic case it is enough to take two pairs of the Clebsch variables in order
to describe any fluid flow. One pair of the Clebsch variables, as we will see further,
describes a partial type of flows. Nevertheless, locally any flow can be parametrized
by one pair of the Clebsch variables [?].

3.13. Noncanonical Poisson Brackets in ideal hydrodynamics

Now let us consider how one introduces a Hamiltonian structure into hydro-
dynamics in terms of the natural physical variables. To do so, it is sufficient to
construct a Poisson bracket that satisfies all the necessary requirements. The sim-
plest way of constructing such brackets is to convert the Poisson bracket expressed
in terms of canonical variables to a bracket in terms of the natural variables. Note
that in this case the symplectic operator appears to be local in those variables. As
an example we carry out the conversion of the formula for barotropic flows of an
ideal fluid. The calculations for other models can be done in exactly the same way.

According to (3.208), the Poisson bracket is given by the expression:

0F 0G  OF 0G 0F0G  OF 0G
(3.213) {F,G}:/ — |+ | = - ———| ¢ dr.
op dp b Op O\ S O SA
Here the velocity is expressed in terms of A, p and p, ¢ by the formula
A
v=Vp+ -V,
p
by means of which one can calculate the variational derivatives of F' with respect
to p,p, A and p:
SF
op

_0F| _AVudF G§F 4F

BRI Rrar A T v
0F YVudF 6F . ()\ 6F>
= — = —div .

(3.214) A

SN p v Su
In these formulas the variational derivatives on the left of the equality signs are
taken with fixed A, u, p, o, and those on the right for constant p and v. Substitution
of these relations in (3.213) leads us to the bracket [?]

san e [{(OE0) (<5600 L,

/(curlv {5}7 5G}>
+ ,|— x —| ) dr
p ov v

pov
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the Jacobi identity (??) being satisfied automatically.
In terms of this bracket, the continuity and Euler equations have the form

op . B
= —div(pv) = {p, H}

ov
a - 7(Va V>V7vw (p) = {V7H} )
where H = [[pv?/2 4 ¢(p)]dr.
The bracket (3.215) has a more obvious meaning if we make a transformation
to the new variable p = pv which is the momentum density. In the new set of
the variables (p, p), this bracket is changed to the Berezin-Kirillov-Kostant (BKK)

bracket [?]:

w0 w0 [o(V52)- (L)}

S el(57) 5 - () 5al)

Using (3.216) to calculate brackets between components of p and p, we find
that

(3.217) {pi (v),p; (')} = (p; (*") Vi = pi (r) V) 6 (r — 1),

[ps (1), p (X))} = pV6 (x — ).

In accordance with (1.206), these relations give a Lie algebra, which coincides
with the algebra of vector fields [?, ?] in this case.

The brackets (3.216), (3.217) can also be obtained in other ways. The sim-
plest method is to regard the Poisson bracket as the classical limit of the corre-
sponding quantum commutators, which were first calculated for hydrodynamics by
L.D.Landau [?]. Another method for calculating the Poisson brackets for hydro-
dynamic models, proposed by G.E.Volovik and I.E.Dzyaloshinskii [?], is based on
the fact that p and p are the densities of the generators of translations and gauge
transformations.

The Poisson bracket (3.215) is generalized to the Poisson brackets for the hy-
drodynamic equations of ideal fluids for arbitrary dependence of the pressure on
both the density and the entropy [?]

sayr) = [{(0509) - (496,

(e [ 08 g [ (T [0 s00r)
p T|ov T v p Lov IS v éS '

We want to repeat once more that the introduction of the Poisson brackets
to a system means that such systems possess the Hamiltonian structure in the
weakest sense. For example, for the above equations of ideal hydrodynamics it
reflects in the fact that the brackets expressed in terms of natural variables are
degenerate, i.e, there exist annulators of these Poisson brackets (Casimirs) which,
as we will see in the next sections, are connected with a specific gauge symmetry of
the hydrodynamic equations, providing, in particular, the conservation of the fluid
velocity circulation. Besides, it means that a direct conversion, as, i.e., passing
from (3.215) or to (3.218) to the canonical basis is impossible in general. For this
case at first we need to resolve all our constraints (Casimirs). A typical example




3.13. NONCANONICAL POISSON BRACKETS IN IDEAL HYDRODYNAMICS 157

just consists in introducing Clebsch variables. This is all the more interesting as,
so far, we have not explicitly known how these Casimirs invariants look like.

Of particular interest is the introduction of a Hamiltonian structure for the
incompressible fluid. In this case p is no longer an independent variable, and can
be eliminated by using the relation divv = 0. Thus in the limit of the incompressible
fluid there is only one pair of canonical variables A and p, and the Poisson bracket
in this case takes the form

SF6G  OF G
{F’G}_/[amﬂ (maA}d

By means of relations analogous to (3.214), one can derive

F F _1 . 6F
0 —(V“ oF gl d1v5>

S \plév A v
oF oF OF
E fdlvp <(5V V le 5V> .

As a result, we arrive at the equation

oF 1 . OF 6G 1. G
3219 (£G)= [ (cuﬂ v, [(5‘, -V Adiy 5V) x ((SV —VAdvév)D dr.

(Here we put p = 1.) This expression shows that the manifold G coincides with
the algebra of vector fields A(r) for which divA = 0. This bracket is expressed in
a more compact form using € =curlv [KM80] as follows

OF 0G
(3.220) {F,G} = / (ﬂ [(:111"15Q x curlm]>
As a result, the Euler equation for €2,
onN

(3.221) i curl [v x Q]
becomes the Hamiltonian one [Arn69, KM80]:

o

={Q,H

at { 7 }7

where

2
H:/%dr.

The bracket (3.220) also gives a Hamiltonian structure for two-dimensional
hydrodynamics. In this case €2 has a single component, which is conveniently
expressed in terms of the stream function :

d d
=-4y ( 815’ = af)

In the two-dimensional case the equation of motion (3.221) and the Poisson bracket
(3.220) have the form:
Q Q Q Q
00 o 0000 0000 _ 0(%0)

o }__%afy oy 0x —  d(x,y)’

6F/6Q 5G/5Q)
0 (x,y)

(3.222) {F,G} = /Q dxdy,
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1
H:ifww%my

A Hamiltonian structure is introduced analogously into the Rossby equation,
which differs from (3.220) in having the additional term [(5(dv/0x) entering [?]:
9 o 9 (Ay,¢)
3.223 —A — =
( ) ot ¢+ﬁ&v 0 (z,y)
It is then easy to see that the change Q — 2 — Sy reduces this equation to (3.222).
Thus, the Poisson bracket for (3.223) is given analogously by

(3.224) (F.G} :/(Q+5y)3(5F/86(K;, c;?/m)

while the Hamiltonian H is still defined by the earlier expression

H= %/(Vw)dedy.

To the said above one should add that the Poisson brackets (3.222) and (3.224)
for flows with closed stream lines can be reduced to the Gardner-Zakharov-Faddeev
brackets used in the theory of integrable equations [?]. Details of such consideration
can be found in the original papers [?, ?].

Thus, introducing noncanonical Poisson brackets on the base of canonical ones
represents the most simple way of their finding. Moreover the Hamiltonian struc-
ture given by means of these brackets is the weakest Hamiltonian formulation of
the equations. In this formulation, in particular, it is impossible to write explic-
itly the variational principle. From another side, as it will be shown later, the
representation of the hydrodynamic type equations by means of the noncanonical
Poisson bracket can be written for arbitrary flows. However, for the arbitrariness
one should pay by the bracket degeneracy, i.e., by existence of Casimirs invariants
annulling noncanonical brackets.

dxdy,

3.14. Ertel’s Theorem

In this section and in the next ones we show, by following mainly results ex-
pounded in [?, ?], that for perfect fluids with arbitrary dependence of the pressure
on the fluid density and entropy the Ertel’s theorem as well as the Kelvin theorem
about the conservation of the velocity circulation are a consequence of the specific
gauge symmetry connected with the relabeling of fluid particles. We discuss also
the role played by this symmetry in the Hamiltonian structures.

The Ertel’s theorem [?] for a perfect fluid says that the quantity
(3.225) I = @

p
is the Lagrangian invariant. Here Q2 = curlv is the vorticity, v is the fluid velocity
which satisfies the Euler equation,

ov Vp
3.226 - - =——
(3.226) 5 v=—
and S the specific entropy advected by the fluid,
oS
(3.227) — +(vV)S =0.

ot
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The density p is defined from the continuity equation,

(3.228) % + div(pv) = 0.

We omit a proof of this theorem validity of which can be checked by direct calcu-
lations (see, for instance, [?]).

The invariance of Iy, means that I, depends only on the Lagrangian coordinates
a, and it does not change in time moving together with a fluid particle.

As was mentioned before, the choice of the Lagrangian variables is arbitrary:
they label each fluid particle. Therefore often these coordinates are called as the
Lagrangian markers. Usually the Lagrangian coordinates are chosen to coincide
with the initial positions of fluid particles, r|t—o = a. Thus, a transition from one
(Euler) description to another (Lagrangian) one is accomplished by means of the
change of variables

(3.229) r=r(a,t)

with a being a label of each fluid particle. Velocity of the particle at the point r is
given by the usual formula

(3.230) v(r,t) = f|a

where dot means derivative with respect to time ¢. In terms of the Lagrangian
variables, the solution to the equations (3.228) and (3.227) can be written as follows,

(3.231) p(r,t) = po(a)/J, S(r,t) = So(a),
where J = det||J;;|| is a Jacobian and

S 8581

Jia =

1 Baa
is a Jacobi matrix of the mapping (5.91), which is assumed to be one-to-one. Further
we will suppose J # 0 everywhere, that guarantee the existence of the mapping
inverse to (5.91). The Jacobi matrix plays the basic role. Its knowledge allows to
determine not only the main flow parameters but also its geometrical characteristics,
in particular the metric tensor. The equation of motion for the Jacobi matrix follows

directly from the definition of the velocity (3.230). Consider the vector dr connected
two nearest fluid particles,

dor =r(a+da,t) —r(a,t).
Using the definition (3.230) it is easy to get the equation for this quantity,

dd
(3.232) d—tr = (6r,V)v.
Expanding then Jr relative to the small vector da,
(3.233) dx; = Ji;6;,
we arrive at the equation of motion for the Jacobi matrix,
d - .
3.234 —J=UJ
(3234) Si=uJ
containing the matrix elements
U — (9’01'

8.’Ej.
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The symmetric part of U,

1
B=3(U+ uh,
is a stress tensor, and its antisymmetric part corresponds to the vorticity,
1
Q=_(U-U").
2
Hence the equation for the matrix inverse to J is
d » A
3.235 —Jt=-J'U
(3.235) il

that in the component notation has the form

do Oaq OV,
(3.236) £ Ha _  Ja Y
dt 6&67; 833j 8{El
The metric tensor is defined by means of distances between two nearest La-
grangian particles,

(02:)* = gixbaiday,
and equal to
ik = jlijllc~
The invariant Ij is local in Lagrangian variables. Therefore if one takes its

convolution with arbitrary function f(a), then one can get the infinite family of the
conservation laws in the integral form

(3.237) I, = /IL(a)f(a)da.

To begin with, we show that for barotropic fluids (when pressure p depends only
on the density p) the Kelvin theorem follows from this relation. Notice that in this
case there is one additional freedom: the entropy S has no link with the pressure
and therefore instead of S in (3.226) and (3.231) we can take an arbitrary function
of Lagrangian markers a. Also one should note that in the first equation of (3.231),
without any loose of generality, one can set pg(a) =1 2, so that

(3.238) p(r,t) =1/J.

Substitute (3.225) into (3.237) and integrate once by parts. With account of
(3.231) and Jda = dr, we get
(3.239) I = /(v, [Vf x VS])dr.

Here the gradient is taken with respect to r, but functions f and Sy are functions
of a = a(x,t). Therefore come back again to the integration against a. As a result
of simple algebra we arrive at the expression,

[ ser D0 a5 05(a) 95o(a)
Il_/x“k”k Ozj Ovi, Oan Oag da.

Taking then into account the identity

21t corresponds to such change of variables b = b(a) which eliminates po: Jup = po
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the integral is transformed into
. Ox;

Here the vector function A (a) reads:

(3.242) A(a) = [Vf x VSy].
It has a zero divergence:

(3.243) divA(a) = 0.

Note that till now we have never used the fact that the fluid is barotropic, i.e.,
the equation (3.241) is applicable for any equation of state including the general
dependence of the pressure on both the density and the entropy. For the barotropic
case the entropy Sy can be considered as an arbitrary function of a. Therefore A(a)
can be considered also as arbitrary with the only constraint (3.243).

Let this vector function A (a) be concentrated on some closed curve: it is equal
to zero everywhere outside this curve. We will parameterize the curve by the arc
length s,

(3.244) a=a(s) with a(s+1)=a(s)

where [ is the curve length.
It is then easy to check that the function

!
A= /0 d%is)é(a —a(s))ds

satisfies all necessary conditions: it concentrates on the curve a = a(s) and has zero
divergence. Plugging this formula into the integral (3.241), after simple integration,
we come to the Kelvin theorem for the barotropic fluid:

(3.245) Ix = /C (v(r, ), dl).

Here the contour C, moving together with the fluid, is the image of the closed curve
(3.244). Thus, we have shown that the Kelvin’s theorem is a direct consequence of
the Ertel’s theorem applied to the case of barotropic fluids.

The Kelvin theorem is valid also for arbitrary dependence p(p, S). This prop-
erty is not widely known in the literature, for instance, it is absent in the Landau-
Lifshits course [?]. Curiously, the answer in this case will have the same form
as (3.245). The only difference will be connected with a choice of contour. For
the barotropic case, as we saw before, the only restriction was connected with the
condition (3.243) which provides the closure of the contour. For the general depen-
dence p = p(p, S) in addition to (3.243) one needs to satisfy the condition (5.69).
According to the latter the lines of the vector field A must lie on the surfaces of
the constant entropy Sp(a). Therefore if we choose the closed contour lying on this
(fluid!) surface we immediately arrive at the Kelvin theorem (3.245). Thus, the
Kelvin theorem in the general case says that the velocity circulation is conserved in
time if the fluid contour lies on the surface S(a(r,t)) = const advected by the fluid.

To the end of this section we pay attention to one interesting interpretation of
the Kelvin theorem. According to [?] conservation of the velocity circulation can
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been considered as a sequence of conservation of the relative Poincare invariant

(3.246) fpdq.

For barotropic flows to each fluid particle one can correspond the Hamiltonian

2
h = % +w(p),

where p = 1, and the enthalpy w plays a role of its potential energy.
If now one takes instead of the contour in (3.246) the fluid one then it is seen
that the Poincare invariant will coincide with the velocity circulation

%vdr,

and, thus, the Kelvin theorem becomes a direct consequence of a conservation of
the relative Poincare invariant.

This concept has been occurred to be very useful for other hydrodynamic sys-
tems, in particular, for some problems in plasma physics [?, ?], when the motion of
a fluid particle can be reduced to the Hamilton equation for a charge particle in a
magnetic field in a presence of a self-consistent potential. In such cases the analog
of the Kelvin theorem is simply a sequence of conservation of the relative Poincare
invariant.

3.15. Gauge Symmetry - Relabeling Group

In this section we consider how the conservation of the Ertel invariants follows
from the variational principle.

To begin, we make two remarks.

Firstly, let I} = (I1,...,I,) be a set of Lagrangian invariants, each of them
moving with the fluid and respectively

dli, 0l

— = —— +vVvVI, =0.

dt — ot ¥
Then any function of I, will also be a Lagrangian invariant. To construct an Euler-
ian conservative density from the given Lagrangian one it is enough to be convinced

that the quantity I., = pl obeys the continuity equation
Ol ey
ot
The equations of ideal hydrodynamics, as we saw above, have two Lagrangian
invariants, i.e., the Ertel invariant Iy, (3.225) and s 3. Both these integrals generate
the following conservation law

(3.247) I, = /pf(IL,s)dr

with f(Iy,s) being an arbitrary function of its arguments.
Secondly, the Euler equation (3.226) in terms of the Lagrangian variables is
nothing else but the Newton equation for a fluid particle,
Vi
(3.248) = — L
p

+div(leyv) = 0.

3To avoid a confusion only in this section we denote the entropy as s, everywhere outside
this section the entropy remains the previous notation S.
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Acting by the Jacobi matrix J to the both sides of this equation gives
€Tr; = .
day, P aak
This equation in the form (3.248) or (3.249) is closed by means of Egs. (3.231) and
(3.238).

The action in terms of the Lagrangian (material) variables is written in the
same form as in classical mechanics,

(3.250) S = /dtL = /dtdr (pbrj — 5(p,s)>

where ¢ is the internal energy density connected with the enthalpy w by means of
the thermodynamic relation,

(3.251) de = pT'ds + wdp

(3.249)

with T as the temperature.

Let us now check that varying the action, 65 = 0, is equivalent to the equation
of motion (3.249).

At first let us pass in (3.250) from integration over r to a. As a result, the
action can then be transformed as follows,

(3.252) S = [ dtda (””22 — &(p, s)) :

Here the time derivative of x is taken for fixed a, £ = ¢/p is the function of p and s
which are defined with the help of relations (3.231), (3.238). Because only p in the
internal energy ¢ contains the dependence of x through the Jacobian (3.238), the
main difficulty with a variation will be connected with the second term in (3.252).

Using both the identity (3.240) and the formula
7 1 0x; ax] oxy,
= —€jjk€a
6 R Ha,, Oay Oag 6@7

one can get

(3.253) 68 = / dtda (xax + ngedJ)

B . 10 O0x; Oxy,
= /dtda (—xl — 5 D ( 3 >€aﬁveuka 8a7> ox;
. 1 0 dag, _

i,.,,li 20 O,
Y pOag 8/) Ox;

Hence it is seen that the resulting equation coincides with the equation of motion
(3.249) if one puts

or

5 0
plp.s) = p’ o
(The last equality is a direct sequence of the thermodynamic relation (3.251).)
Thus, we have proved that the equations of motion of ideal fluid in the La-
grangian form follow directly from the variational principle.
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The simplest conservation laws, i.e., the conservation of momentum

P= /)'(da:/pv(r,t)dr

and the conservation of energy,

E:/(’§+g(p,5)> da=/<p2“2+e(p,5)) dr

follow as a result of invariance of the action relative to two independent symmetries,
translations in space and time.

The equations of hydrodynamics, as it was shown at first in [?], have an addi-
tional nontrivial symmetry connected with arbitrariness in the possible choices of
the Lagrangian markers. Nothing has to depend on this choice: the fluid dynamics
as well as the equations of motion remain the same. From all possible relabeling
transformations, the action invariance requirement restrains some certain class. In
the case of the barotropic fluids the action appears to be invariant if transformations
b = b(a) are incompressible, i.e., for which the Jacobian equal to 1:

(3.254) J = det||0b; /da,| = 1.

All these transformations form the group of diffeomorphisms preserving the volume.
(Tt is interesting to note that the same group governs the motion of an incompress-
ible fluid.) This symmetry, in accordance with the Noether theorem, generates new
conservation laws. To find them it is enough to consider infinitesimal transforma-
tions. In the given case those are defined by

b=a+da

where the function da = a(a) satisfies the condition

da;(a)
80@
which is a direct sequence of Eq. (3.254).
For the general equation of state p = p(p, s) the invariance of the action implies
that the transformations should keep the surface s = s(a) to remain, being simul-
taneously incompressible. As a result, on the function a(a) we have one additional
constraint

(3.256) [Vs x a] =0.
If in the first case Eq.(3.255) can be resolved by introducing the vector potential

(3.255) =0

a = curlg,

for example, with the Coulomb gauge div{ = 0, then in the general case both
equations (3.255) and (3.256) are satisfied if one puts

a=[Vsx V.

Here 1) is a scalar function and gradient is taken with respect to a.
Omitting all the intermediate derivation of the conservation law (it is the stan-
dard procedure, for reference see, for instance, [?]) we present only the final answers:
i) For the barotropic fluid the conservation law has the form

d .
%[Vaa:i X Val‘i] =0
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or it gives the whole conserved vector
(3.257) It = [V X Vazi].
This integral was known since the last century: it was found by Cauchy [?] (see

also [?, 7]).
Matrix notation of the equation (3.257) has the form:
dJT L d]

T 7w

where index T means transposition, and the matrix Q%) is expressed through the
vector invariant Iy, with the help of formula

=00,

QE;)) = GijchLk-

Recently this matrix representation of the equation (3.257) was used by the authors
of the paper [?] to construct a set of exact three-dimensional solutions for the Euler
equation for incompressible fluids.

Returning to the Euler description and using the identity (3.240) this vector
integral can be transformed into the form

(3.258) I = J(Q,V)a= poé"") (Q,V)a.

Here a is considered as a function of r and ¢. If a are the initial coordinates of fluid
particles, then the vector (3.258) can be expressed through the initial distributions
Qp(a) and po(a) as follows
~ Qo(a)

po(a)
From (3.258) it follows immediately for the vector B = £/p that

B(r,t) = JBo(a).

I,

Thus, the Jacobi matrix becomes the evolution operator for the vector Q/p.

The invariants (3.258), indeed, are well-known in hydrodynamics but in a
slightly different form. Let us write down the equation of motion for the fraction
Q/p which directly follows from Eqs. (3.226, 3.228),

(3.259) %B — (BV)w.

Comparing this equation with the equation (3.232) for dr one can see that both
quantities B and dr obey the same equation. This means that the vorticity is frozen
into a fluid, the well-known statement in hydrodynamics. Sometimes this property
is called as the frozenness of the vorticity into a fluid. If now one makes the next
step, namely, multiplying Eq.(3.259) from the right by J~' and Eq. (3.235) from the
left by €/p, after summation of the obtained results we arrive at the conservation
of the vector invariant (3.258). These integrals just consist in the mathematical for-
mulation of the frozenness of the vorticity into a fluid. The corresponding equation
for the vector field B is called by the frozenness equation.

ii) In the general case (for arbitrary dependence of pressure on both density
and entropy) from this vector invariant the only scalar that survives is a projection
of Iy, to the vector Vs:

IL = (VQS[V(LI7 X Vax,])
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Here all derivatives are taken with respect to a. Passing in this expression to the
Eulerian variables and using the identity
Ox; Ox; Oxy,

€afy ot = €
" Qaw Dag da, *

one can get
(QVs)

p
This integral is just the Ertel invariant (3.225). Thus, the conservation of the
Ertel invariant as well as the Kelvin theorem about the conservation of the velocity
circulation are a sequence of a specific gauge symmetry - the relabeling group.

It is interesting to follow how all the above formulas transform in two di-
mensions. In this case the Ertel invariant is identically equal to zero, due to the
orthogonality of the vectors €2 and Vs. Therefore the nontrivial answers appear
only for the barotropic fluid.

Applying the identity to (3.257) the identity

c 83:1 8$j — .
*F Da dag ¥

I, =

J,

it is easy to get that the Cauchy invariant transforms into the well-known La-
grangian invariant:

Q
— = const(a).
5 (a)

Important to pay attention to that, unlike three-dimensional case, this relation does
not contain the Jacobi matrix.

Let us turn to the incompressible fluid. In this case the obtained formulas are
simplified. For example, the relation (3.258) in three dimensions is written in the
form

(3.260) I = (2,V)a.
In the formula (3.260) I coincides with
Qp(a) = curl,u,

where the vector u is defined by means of (3.211). This, in particular, means
that the transverse part of the vector u conserves (being the Lagrangian invari-
ant), and its temporal varying is due to its longitudinal part. Moreover, as pointed
out in the third section, the choice of this vector is arbitrary due to the arbitrari-
ness in the Lagrangian markers choice. The same takes place also to the vector
Qo(a). If one performs the contact transformations b = b(a) under the condition
O(b1babs)/0(arazas) = 1, then the vector g(a) will be transformed by the law:
aj

This is the transformation of the gauge type, being the generalization [?] of the
gauge transformations for the Clebsch variables (3.207) 4.

4Another approach to the gauge transformations in hydrodynamics was developed in [?].
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Let, as a result of these transformations, the vector Qo (b) have one nonzeroth
component, say, z-component, equal to 1:

(3.262) Qi = (Va)b =0,
(3.263) Qo2 = (QVa)b2 =0,
(3.264) Qoz = (QoVa)bs=1.

These relations within the given ”vorticity” €2o(a) represent the equations to de-
termine the dependence b(a). These are the linear differential equations of the
first order, which allow to be applied the method of characteristics. Equations for
characteristics here are the same for all three equations of the system (3.262),

da
E = Qo(a),

that define the ”vortex” line for the Qq(a). (Here s may be understood as the arc
length of the ”vortex” line.) Equations on the characteristic (for the component of
the b are then given by:

dby
2 Rt -
(3.265) o 0,
dbs
.2 — =
(3.266) o 0,
dbs
2 B -
(3.267) -

Two first components b; and by are constant along the characteristic. Therefore
b1 and bs can be chosen as two independent integrals ¢; and co of the system for
characteristics (3.265), and the third component is a linear function of the arc
length s. It is important to notice that a solution of the system (3.262) can be
found always, at least, locally in the vicinity of some nonsingular surface provided
by the coordinate system given by the constants ¢; and co. Rigorously speaking this
is not a global solution as it is usual when one uses the method of characteristics.

Hence, by using the equation curlyt = ﬁg(b), one can reconstruct the velocity

ii:
(3.268) i = g—i,
(3.269) iy = %erl,
(3.270) iy = g—i.

After substitution of these expressions into the equation (3.211) we come back
to the Clebsch representation with one pair of canonical variables (for more details,
see [?]) which yields

v = b,Vhy + Vé.

So, the vorticity Q(r,t) takes the form,

(3.271) Q) = [Vby x Vby] = %(b,t).
3

The last equality is a direct sequence of the property following which the transfor-
mation b = b(r,t) is a diffeomorphism preserving the volume. It is easy to check
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also that the same expression as (3.271) where r is replaced by b satisfies the sys-
tem (3.262). In this case the first equation of the system becomes the equation
a(blbzbg)/a(alagag) =1.

Thus, locally any flow of incompressible fluid can be paratmerized by one pair of
the Clebsch variables. In the general situation one needs two pairs of such variables.

3.16. The Hopf Invariant and Degeneracy of the Poisson Brackets

So far we have not discussed the question of which classes of flows are described
by the canonical variables introduced in the preceding sections.

To begin with, we consider this question for the example of an ideal incom-
pressible fluid.

Let a flow be parameterized in terms of Clebsch variables in some simply con-
nected domain,

v =AVu+ V.
Take some point inside this domain and draw through this point some closed curve.
Starting from this point and constructing continiousely Clebsch variables on each
peice of this curve we come back to the point. Generally speaking, Clebsch variables
will take different values. Thus, Clebcsh variables will be multi-valued functions
of space coordinates. One partial case of fluid flows with multi-valued Clebsch
variables allows the following geometrical interpretation.

Consider a compact oriented two-dimensional manifold M? and suppose that
A and g are local coordinates on this manifold.

The gauge transformations associated with the nonuniqueness of choice of the
Clebsch variables lead to the appearance of a whole family of gauge-equivalent
manifolds, obtainable from one another by continuous deformations, preserving the
surface element:

d\dp = dNdy'.
It is therefore sufficient to select from each of such a family one representative. For
example, among the surfaces of genus zero having the same area, it is natural to
select the sphere S2.

It is easy to understand that the inverse image of any point of M? in R3 is a
closed curve coinciding with a vortex line. This follows directly from the expression
for the curl of the velocity:

(3.272) Q =curlv =[VA x V).

The vortex line is the intersection of the two surfaces A(r) = const, u(r) = const. If
the variables A and j are single-valued functions, then the manifold M? cannot be
a closed surface of genus g. Then the flows given by such variables have no nodes.
This fact can also be proved differently.

It is known [?],[?] that the degree of knottiness of a flow is characterized in
ideal hydrodynamics by the conserved quantity

(3.273) I:/(v,curlv) dr.

The conservation of this integral follows immediately from the Kelvin theorem. In
order to illustrate this statement, following [?] we consider two closed vortex lines

Q :/mnlé(r — (1)) dsy +//€2n25(r —y(s2)) dss
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where n; o are the tangents and ds; » the arc elements of these curves.
Calculating the velocity circulation around the contours r = 11(s;) and r =
15(s2), we find

%(v,dll) = MmKa, %(V,de) = mk

where m is the linking number of these two curves. Multiplying the first equation
by ko and the second by k1, and adding the results, we get the integral I:

/(v,mdll + Kaodly) = /(V,CUI‘IV) dr =2mrKiKa.

This formula is generalized without difficulty to a vortex, and then to a con-
tinuous distribution. The conservation law (3.273) is valid not only for the infinite
region but for the finite one when the vorticity lines are tangent to the boundary.

This integral is thus identically equal to zero for a flow with the trivial topology,
in particular, for flows parameterized in terms of single-valued Clebsch variables.

We shall show that the Clebsch variables in the formulation (3.272) described
knotted flows, and illustrate their topological meaning.

Suppose that the variables A and p are local coordinates on S2. In this case A
and p are expressed in terms of the polar and azimuthal angles, 6 and ¢, so that

Q =2A[Vcost x Vo

where A is a dimensional constant. Now the Clebsch variables are no longer single-
valued functions, and on a circuit around the z axis the angle ¢ acquires an addition
27. It is also convenient to go over, in the expression for the vector field €2, from
the angles 6 and ¢ to the n-field (n%? = 1) [?]:

(3.274) Qo = €apy (0, [0pnx0yn]) .

We shall limit our considerations to the flows for which n tends sufficiently
rapidly at the infinity to a constant vector ng. For this class on flows R3? is iso-
morphic to the four-dimensional sphere S2. Thus the classification of the flows
is a problem of classification of smooth mappings S — S$2. Such mappings are
characterized by the homotopy group 73(S?) = Z, i.e., any class of flows is charac-
terized by the linked number that coincides with the winding number of two any
lines n(r) = n; and n(r) = ny (ny,2 = const). The index N for smooth mappings
is called the Hopf invariant [?]. One can show that the Hopf invariant coincides
with the integral I up to a constant factor [?]:

I= /(V,Q) dr =6472 N A%

The derivation of this relation is based on the well-known formula of Gauss for the
linking number of two curves.

It should be mentioned that in the quantum case, according to [?], A = h/2m.
The remaining manifolds are od secondary interest from the point of view of topol-
ogy. So a manifold M?, which is a surface with boundary, is homotopically to a
bouquet of circles. Therefore its homotopic group 73 is trivial. The groups 73 are
also trivial for closed surfaces of genus g > 1. Topological nontrivial situations
occur only for surfaces with zero genus.

We now give an example of a nontrivial mapping with N = 1 (Hopf mapping):

(3.275) (n,0) = qtosq,
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q¢=(1—iro)(1+ire) "
where o are the Pauli matrices.
In toroidal coordinates, one has

. sinh U (X6 _ sin o
Tty = coshU+cosﬁe » 2= cosh U+-cos 37

0<U <00,0< @, < 2m),
and Eq. (3.275) reads
arctan (n,/n,) = a — f, n, = 1 — 2tanh? U.

These formulas show that the flow looks as follows: the whole space is sliced
up by the tori U = const, while any vortex line coils up on a torus, making one
loop. Thus any vortex line links once. The expressions for € and v, calculated
from (3.275) are not solution of the stationary Euler equations, and can therefore
be used as initial conditions for (3.221). It is obvious that the evolution of such a
distribution does not take the solution out of the given class with Hopf invariant
N = 1. The evolution of the vector field n is determined from the equation

(3.276) n; + (vV)n =0

which is equivalent to the evolution equation for the variables A and p. Equations
(3.276) are also Hamiltonian,
H
n; =24 [nx 5]
on
and differ from the familiar Landau-Lifshitz equations only by the choice the Hamil-
tonian H.
The Poisson bracket in this case coincides with the BKK bracket (?7?), (1.205):

(5.6 =24 [ (a[2£ 2]V ar

When we go over in this bracket from the n-field to €2 according to formula
(3.274) we get the Poisson bracket (3.220). It is important to note that (3.220) is a
degenerate bracket with respect to the invariant I: {I,...} = 0, which again shows
its origin. From one side, it is connected with its topology, from another side, with
the Kelvin theorem. One should remind that the latter is a sequence of the gauge
symmetry of the Lagrangian markers.

As we see below, the question about degeneracy of the Poisson brackets for
arbitrary equation of state directly is connected the gauge symmetry.

Let us discuss in more details this question for the Poisson hydrodynamic brack-
ets. For this aim, we consider the most general form of the bracket for ideal hydro-
dynamics, namely, for the nonbarotropic fluids. The bracket in this case has the
form of (3.218)

(3.277) {F,G} /{(vif) - <Vf§,§€>}dr

(0[5 56 gy [ (VS [oE 06 _sory,
p |ov T v p |ov S  6v S '

By substituting the integral (3.247), I, = [ pf(I;, S)dr, into this expression one can
verify that the integral commutes with any functional,

(I, }=o0.
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In accordance with the definition of the section 1, this integral represents the
Casimir against the bracket (3.277).

One should remind that the fact of the conservation of the integral (3.247) is
a sequence of the special gauge symmetry of the ideal hydrodynamics equations,
that is, as we see, responsible also or the degeneracy of the Poisson brackets.

In order to transform from this bracket to the canonical one it is necessary
to resolve the integral (3.247) by introducing new coordinates. We have already
known one answer to the question how to do it. If we take the expression (3.209)
for the velocity and put there instead of p the Ertel invariant I; then the integral
(3.247) transforms into the dynamical conservation law with respect to the canonical
bracket

(na) - [{[2£56 300G [srsG_sria forsc_sric),
’ op 6 S dp ON 6L O8I O 03 ds  ds 4f3
so that

{I;,H} =0.
We can also remark that, as it was shown by van Saarlos [?], the transition from
the Lagrangian description in terms of the action (3.252) to the canonical variables
is determined through the change (?7?) or (3.212).

3.17. Two mechanisms of surface waves generation: Kelvin-Helmholtz
instability vs. Miles instability

Since the 19th century the problem of surface waves generation by wind has
been intensively studied. At least two main mechanisms of air-water interface
instability are known up to now. The first one is the Kelvin-Helmholtz instability
of the interface of two ideal fluids [?]. The equation for the complex phase velocity
of surface waves ¢ has the form:

(3.278) k2 —wi = —e(k, V)2,

where V is a wind velocity,

(3.279) W= [g(l —+ alﬂ

is the dispersion law of gravitational-capillary waves, g is the acceleration of gravity,

« is the surface tension, € = % is the ratio of upper po and lower p; fluids densities.

We assume that € < 1. E.g. for air and water ¢ = 1.24 - 1073 <« 1. According to
(3.278) the Kelvin-Helmholtz instability arises if the wind velocity V exceeds the
critical value

1
(3.280) Vor =

Ve
which is connected with the minimal phase velocity V;,i, = min®® of surface waves
under the absence of wind. If the wind velocity exceeds this threshold V' > V,,. then
the instability growth rate has maximum in the intermediate gravitational-capillary
branch of spectrum, where k ~ kg = \/g . In this case the instability is aperiodic
one due to vanishing of real part of surface waves phase velocity.

The second mechanism of surface waves generation by wind is the Miles in-
stability [?, ?] arising from finite viscosity of upper fluid. Viscosity results in
boundary layer formation in the upper slight fluid near to interface between two

Vminv
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fluids. The instability is due to the shear flow V(y) in the boundary layer, where
y is a vertical co-ordinate. It is assumed that mean flow in heavy lower fluid is
negligible, i.e. V(0) = 0, and that the upper fluid velocity outside the boundary
layer is V = Vj = Const. The Miles instability arises for wind velocity far below
the critical value V.. The equation for complex phase velocity is given by:

(3.281) k2(c+ 2ik1n)? — w} = —e(k, V)2 + 7, + ivi,

where 17 is a kinematic viscosity of lower fluid and values v;, 72 depend on kine-
matic viscosity of upper fluid vo and on phase velocity c¢. If V. > Vi, || <
ek®>(Vo — Ver)?, k ~ ko (from which it is followed Re(c) < Im(c)), then we will
say that the Kelvin-Helmholtz instability dominates, in all other cases it will be
assumed that the Miles instability prevails.

It can be noted that in gravitational spectrum range the Phillips instability [?]
is very important one. But in present work we consider only perturbation at scales
k~ky= \/g , where Phillips instability is negligible one.

Miles theory gives only linear stability analysis, but in terms of Kelvin-Helmholtz
it is possible to study the nonlinear stage of instability development. In [?] the non-
linear theory of the Kelvin-Helmholtz instability of ideal fluids was developed. The
perturbation theory by small parameter, which is the typical slope of boundary
surface between two fluids, was created. It was shown that the first nonvanishing
order of nonlinearity by wave amplitudes results in the explosive amplitude growth,
which was interpreted as sea foam formation in a finite time. This prediction agrees
with the experimental observation that near to the wind velocity V' ~ 6.2- the part
of the sea surface covered by the foam has very sharp growth (see [?, 7, 7, 7, ?]).
In contrast with Kelvin-Helmholtz instability, the Miles instability has no threshold
for V.~ 62, it grows continuously with growth of wind velocity. So it seems very
important to compare the growth rates of the Kelvin-Helmholtz instability with
the Miles instability for V' ~ V. and this is the aim of the present paper. Particu-
larly, it is found that the Kelvin-Helmholtz instability starts prevail as supercriticity
0= % growths and the necessary for this dominance value of supercriticity
cruciallyc Tdepends on the boundary layer thickness and on the kinematic viscosity
of the upper fluid (which is typically the air).

The plan of the paper is the following: in §2 the boundary problem for the Orr-
Sommerfeld equation is formulated. On this bases the equation of the type (3.281)
for complex phase velocity ¢ of surface waves is found. In §3 the boundary problem
is solved for the particular choice of velocity profile V(y) = Vo(1 —e~*/") under the
additional condition khR > 1, where R = (Voh)/v2 is a Reynolds, v, is kinematic
viscosity of upper fluid. It is found that if kh ~ 1 then the Miles instability
dominates. In §4 it is shown that the solutions of §3 can be significantly simplified
in the limit of thin, in comparison with perturbation wave length, boundary layer,
i.e. kh < 1, but still khR > 1. In this case the parameter range of Kelvin-Helmholtz
instability dominance is found to be kh/(khR)'/? < 6. In §5 the limit of very small
boundary layer thickness khR < 1, kh < 1 is studied for arbitrary wind velocity
profile V(y). The condition of Kelvin-Helmholtz instability dominance is 2/R < 4.
In concluding section the application to the particular case of air blowing over water
is investigated. Also we give the results of numerical calculation of dependence c¢(k)
for intermediate case khR ~ 1, where there are no analytical results. In particular
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the boundary layer thickness is found for which the Kelvin-Helmholtz instability
dominates for the smallest supercriticity .

Let us consider two-dimensional flow, where x and y are horizontal and vertical
Cartesian co-ordinates respectively, unperturbed wind velocity is V = (V,0), wave
vector of perturbations is k= (k,0). Below the dimensionless variables are used
for which h = 1, V) = 1, where h is a typical boundary layer thickness, V} is an
asymptotic value of wind velocity V(y)|y—o0 = Vo. In linear approximation the
harmonic disturbance of the interface between two fluids is given by:

(3.282) y = a(t)e™, a(t) = age™ et

To describe such disturbances on the background of shear flow V(y) Benjamin [?]
introduced curvilinear co-ordinates:

(3283) 5 = — ia/eik(z""iy) n=1y— aeik(z+iy).

)

In these co-ordinates equation (3.282) transforms to n = 0 within a factor 1+0O(ka).
If we write stream function in the form:
n

(3.284) v ) = / [V(n) = cldn+ [F(n) + [U(n) - Je™™"] ae™,
0
then linearization of the Navier-Stokes equations relative to the parallel shear flow

V(y) leads to the nonuniform Orr-Sommerfeld equation for F(n):
(3.285)
1

V—¢)(F' —k*F)-U'F = —

(v =) ) —
where R = % is the Reynolds number, v5 is kinematic viscosity of upper fluid. If
we neglect mean flow in heavy lower fluid then kinematic condition of continuity
of fluids velocity on interface between two fluids and the dynamic conditions for
stress tensor o :

(3.286) 0¥ = 03", ol = o¥¥ — prak*ae™,

[F1V =2k F" + K'F + (U = 2kU")e*1]

where wy, is given by (3.279), subscripts 1,2 are due to the lower and upper fluids
respectively, lead to the boundary conditions for F (see [?, ?]):

(3.287) F(0) =c, F'(0) = =V'(0) + ke
and to the equation (3.281) in the form [?]:

2 F/
(3.288) (c+ 2ikin)? — 2k = S(p 4 Qik:% +iT),

where quantities

oo

P = 2 — o F 1 2F/ T 4F_ 2y ,—kn
(3.289) k E{(V c)Fd = [k (0) + Of(k: E2V"e"M)dn]| ,
T = % [F"(0) + k*c+ V" (0)]
are connected with stress tensor:
F’ . .
(3.290) oy = —py — 2ik$ep2aem£, (po,03?) = €pa( P, T)ae'™s,
and po is a normal pressure. For P we can also write equivalent expression:

1

_ / _ _ /
(3201)  P=V'F-(V-oF -~

[F/// _ kQF/ =+ (V/// _ kv//)e—kn} |7I=0'
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Two other boundary conditions for Orr-Sommerfeld equation (3.285) result from
finiteness of perturbation:

(3.292) FF'|) oo — 0.

Equation (3.285) together with boundary conditions (3.287,3.292) and equa-
tions (5.50, 3.289) form the closed system of equation for determination of complex
eigenvalue ¢, which is complex phase speed of surface waves.

3.17.1. Solution of eigenvalue problem for special form of wind profile
for large boundary layer thickness. It is convenient to approximate the parallel
shear flow V(y) by function

(3.293) Viy) =Vo(l—e?/h)y=1—-¢",
This velocity profile allows us to find the explicit solution of Reley equation:
(3.294) (V —c)(F" —kK*F) - U"F =0,

which is inviscid part of the Orr-Sommerfeld equation (3.285). It is very important
that the curvature of this velocity profile V"(0) # 0 is nonzero for n = 0. This
means that function (3.293) is a general case and that value of complex velocity ¢
slightly changes for small variation of velocity profile (3.293). Early Benjamin [?]
used other forms of V(y) for which also it is possible to find explicit solutions of
Orr-Sommerfeld equation, but it was very special cases of zero curvature V" (0) =
0, because asymptotic solutions of Orr-Sommerfeld equation (3.285) for kR —
oo strongly depend on V”(0) [?] and if this curvature V" (0) vanishes then these
solutions qualitatively change.
Returning to profile (3.293) and making the substitution

(3.295) z=1—e M) ¢=(1-2)"FF

where V(n.) = 0, n. = —In(1 — ¢), we reduce the Reley equation (3.294) to the
hypergeometric one:

(3.296) (1—2)z¢" — (2k+1)z¢' + ¢ = 0.

For n — 00, z — 1 the boundary conditions (3.292) allow to write the solution
of (3.296) in the neighborhood of z = 1 through the standard hypergeometric
function:

(3297)  d=aF(k+VE+1Lk—Vk+1,2k+1,1—2), a=const

The function (3.297) is equal to the linear combination of two independent hyper-
geometric functions of variables z. One of which is regular one and the other one
has logarithmic singularity for 7 — 7., z — 0 [?]. Thus we may express the solu-
tion of Reley equation (3.294) in the neighborhood 1 — 7. satisfying to boundary
conditions (3.292), in the form:

B ol'(1 + 2k) B B B
Fretey = TR m){ [wu: +VE2+1) + 9k — VK2 +1) w(2)} (n—ne)

(3.298) ~14 (1= n) In(n = ne) + (3 = K0 =) },

where v = 0.5772... is Euler constant.
The Reley equation (3.294) is a good approximation of the solutions of the Orr-
Sommerfeld equation (3.285) for all n except thin viscous sublayers, where viscosity
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of upper fluid is significant one. The first sublayer, which is the so-called coincidence
layer, occurs in a neighborhood of critical point 7 = 7., V(1) = ¢, where resonance
takes place due to the coincidence of local wind velocity V'(n.) with phase speed
c of surface waves. The inviscid Reley equation has logarithmic singularity at this
point and the right viscous part of the Orr-Sommerfeld equation (3.285) becomes
significant one. The thickness of coincidence layer has scaling p = W and
the solutions of (3.285) expand by parameter p in neighborhood of 7 = 7.. In a
general case the viscous sublayer with thickness 1/(kR)'/? also exists very close to
the interface n = 0. But near to the threshold of Kelvin-Helmholtz instability due
to Re(c) — 0,m. — 0 this sublayer is merged with coincidence layer and solutions
depend only on parameter p [?]. At zero order by u a general solution of the

Orr-Sommerfeld equation in coincidence layer can be written as follows:
(3.299) F =1+ 320 + B3x3(0),
[2(6")%/2]. Tn

the range # — oo it is necessary to consider the terms up to the first order by pu.
Because x3(0)[g—oc — 0, we have:

0 6’
where § = =le, Bi53 = const, x3(0) = fde/fdaﬁ\/@H%

V" (ne)
3.300 F =01+ 0604 B AR
@ e
where we may put “///,'((:]7:)) ~ “///,,((8)) = —1 due to the small value of 7. — 0. From

matching procedure of outer (3.298) and inner (3.300) solutions and from bound-
ary conditions (3.287) for n = 0 it is possible to find the unknown coefficients
B1, B2, B3, . Then it follows from (3.291) in the limit n, — 0, u — 0, |c| < p :
(3.301)

P F'(0) —T(k+VvE2+1DI(k—VEk*+1)

KR (14 2k) [o(k + VEZ + 1) + 9k — VEZ+ 1) —(2) 47— k+Inp + 00T

px3(0)

Under the additional condition k& ~ 1 and due to u < 1 the equation (3.301)
significantly simplifies:

T+ VEEF DIk = VEZ+ 1) x3(0)
T(1+ 2k) Py

It is clear from here that for nonsmall values of k the viscous terms dominate.
This leads to the conclusion that our basic assumption 7, — 0 breaks and that the
Miles instability dominates in this case. From physical point of view this is very
natural result because if the boundary layer thickness is of the order of perturbation
wavelength k& ~ 1 then instability growth rate of surface waves strongly depends
on the boundary layer structure and this layer certainly cannot be approximated
by tangential discontinuity as it does in the Kelvin-Helmholtz theory. Moreover, it
is evident from equation (3.301) that even in the absence of viscosity of the upper
fluid the instability growth rate differs from Kelvin-Helmholtz one.

We note that the possibility of reduction of the Reley equation to the hypergeo-
metric one for velocity profile (3.293) allows to find value of ¢ without the additional
restriction |c¢| < 1, when coincidence layer and viscous sublayer are asymptoticaly
separated. But this case is not the subject of the present work.

(3.302) pP=
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3.17.2. Limit of thin boundary layer. If boundary layer thickness h is
small in comparison with wave length, i.e. in dimensionless variables & < 1, but
still kR > 1, then equations (3.298), (3.301) are significantly simplified. We obtain
with accuracy up to k2 :

Fretey = [k + (n—ne) — k(n —ne) In (n — nc)]

k 10
(3303)  P=-——rp5, X?’(O) — _1.1153 — i 0.6440 . ..
1-Son O

Similarly, it follows from (3.289) that tangential stress

x5(0) x3(0) :
3.304 T =kp , =0.6858 +i1.1880.. .,
( ) x3(0) x3(0)
is proportional to k2u and thus T is negligible in comparison with P.
The Kelvin-Helmholtz theory corresponds to P + iT = —kV§@ = —k, thus

for k/u ~ 1 the Miles instability dominates. If k/u < 1 then from equations
(3.303,3.304, 5.50) we obtain the expression for the complex phase speed ¢ for k ~

kozm:

/!
(3.305) k2(0+ 2iku1)2 _ ek2(76+ x3(0) k

x3(0) ;)’
where § = (V@ — V.2)/V2 is supercriticity and critical wind velocity V., is given
by (3.280). According to (3.305) the Kelvin-Helmholtz instability prevails Miles
instability under the conditions:

k k
(3.306) - <1, - <0, n< 1
1% 1%

If k/pu ~ ¢ then Miles instability dominates.

It can be noted that in a case k¥ < 1 the similar to (3.303) equation can be
obtained from the approximate Heisenberg solutions of the Reley equation (3.294)
for arbitrary velocity profile V(n) [?].

3.17.3. Limit of extremely thin boundary layer. If the boundary layer
thickness is so small that kR is of the order of unity then the validity of above
asymptotic by p solutions breaks. But under the additional condition kR < 1
it is possible to obtain the analytic expressions for P,T. In the range 1 > 1 the
Orr-Sommerfeld equation (3.285) is reduced to the uniform ordinary differential
equation with constant coefficients. The general solution of this equation, vanishing
at infinity, is given by the sum of two exponents:

(3.307) F = are”F 4 e, a2 = const, A=+k?2+ikR(1—c)

Applicability of (3.307) breaks in thin layer with typical thickness h = 1 near to the
interface. But solution (3.307) changes at larger scales k=', (kR)~'/2, at which
velocity profile V(n) is effectively approximated by velocity jump from V(0) = 0 to
V(040) = V, and, as it will be shown below, the values P, T have weak dependence
from form of velocity profile V'(n). In the limit kR < 1 for Ay < 1 the right side
of the Orr-Sommerfeld equation dominates and this equation is reduced to the
nonuniform ordinary differential equation with constant coefficients:

1

(3.308) ﬁ [FIV _ 2k2F" + k4F + (UIV _ QkUW)efkn] — O,
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It is possible to check by direct substitution that its the general solution is given
by:
o0
F = (Cy + Cyn)ef + (C3 + Cyn)e k1 4 e / e 2Ry (n)dn, A < 1,
n
where (' 2 34 are arbitrary numbers. Expanding this solution for k7 — 0 in power

series up the first order of 7 and satisfying to the boundary conditions (3.287), we
obtain (here and below we again neglect ¢ — 0):

oo o0
(3.309) F=—(1+kn) /672k"V'(77)d77 + ek”/ef%nvl(n)dn.
0 n

It is convenient to rewrite the first integral in this expression in the form:

(3.310) —/e*2knv’(n)dn = —1+kB, B = —2/6*2’”1(1/(1;) — 1)dn,
0 0

where B = O(1) under the condition that V'(n) decreases more fast than 1/n?
for n — oo, what we suppose to be satisfied below. Solutions (3.307) and (3.309)
can be matched in the intermediate range n > 1, A\n < 1, kn < 1, in which
B — 0. Expanding (3.307) in a power series up to the first order by 7, we find from
(3.307) and (3.309) the uniformly applicable for all 5 solution of the Orr-Sommerfeld
equation (3.285) :

oo

(3.311) F =aje™™ 4+ age ™ + ek”/e_%"V’(n)dn,
n
where
2k(-1+ kB
(3.312) oy :—1+k3+%3 az =—1+kB — ay,

and constant B is given by (3.310). By direct substitution of (3.311) into (3.285)
it is possible to establish that the corrections to (3.311) have the order k*R. To
estimate different terms in (3.311) we can note that due to the proportionality
of the Reynolds number R to the boundary layer thickness h it is convenient to
introduce also the value
R W

(3.313) K T
which does not depend on h. We suppose that R/k > 1 (e.g. for air and water
R/k ~ R/ko = 1200). Then the equation (3.312) is simplified:

2 2 3 2 2 3
(3.314) oy = —1-— Tk +i§k + kB +0(%), - f i; (%).
From (3.289), (3.311), (3.314) we find the corrections to the pressure Py = —k of
Kelvin-Helmholtz theory:

P=—k(1+%)+0(%),
i 2 2
T=-25 4 0(%).
But viscous part of normal stress (3.290) 2ikF’(0)/R = —2ikV'(0)/R prevails cor-
rections (3.315) due to R/k > 1 under the additional condition that V'(0) is of the

(3.315)
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order of Vy/h. For simplicity let us put V/(0) = Vo/h =1 (this corresponds e.g. to
(3.293). Then right side of equation (5.50) can be written as follows:

L F(0) . 2 k2
(3.316) P+22kT +iT = —k[1 + E]—FO(F)
Similarly to the consideration of equation (3.305) in §4 we obtain from egs. (3.316), (5.50)
the conditions of the Kelvin-Helmholtz instability dominance:

(3.317) k<1, kR<1, 2/R<G.

We note that because R is proportional to h then conditions (3.317) are satisfied
for not too small boundary layer thickness.

In particular case of air blowing over water, when k ~ kg = \/g/a = 3.664sm™1, vp =
0.15sm?/sec, V., = 660sm/sec, the results of previous sections about the range of
Kelvin-Helmholtz instability dominance can be written in the form:

a)for thin boundary layer it follows from (3.306) that 0.008sm < h < 0.27sm, 0 >
(wﬁ)wiﬁ%

b)for very thin boundary layer we obtain from (3.317) that h < 0.008sm, 6 >
4-5.1(;;45"L .

In the intermediate range between cases a) and b), where k < 1, kR ~ 1, the
boundary layer thickness h has the same order as coincidence layer thickness. So
it is not possible to use any asymptotic method for solving of the Orr-Sommerfeld
equation. For air blowing over water in this intermediate range the dependence c¢(k)
is found from numerical calculations for k ~ kg. For each value of ¢ the boundary
problem (3.285, 3.287, 3.292) is solved by orthonormalization procedure [?, ?], then
the roots of equation (5.50) are found by Newton’s method. In particular it is es-
tablished that for thickness h ~ 0.02/ky = 0.0054sm of boundary layer the Kelvin-
Helmholtz instability dominates for the smallest supercriticity § = (V@ — V.2)/V.2.
For this thickness Re(c) < Im(c), i.e. Kelvin-Helmholtz theory dominates ap-
proximately for § > 0.1. Note also that analytical results of §§3,4,5 are strongly
supported by numerical calculations.

Thus the minimal necessary supercriticity above Vg, = 660 sm/sec for Kelvin-
Helmholtz instability dominance is of the order of 10%. But developed in [?] non-
linear theory of Kelvin-Helmholtz instability used the condition § < 1. Thus the
applicability of this theory to the case of air blowing over water is connected at least
with rather severe restriction of the boundary layer thickness in the air near to air-
water interface. Nevertheless the conditions (3.306) shows that Kelvin-Helmholtz
theory can have wide range of applicability for the instability development of the
interface between two fluids if the upper fluid has significantly lesser kinematic vis-
cosity than air or if the substantial change of other parameters (which are surface
tension «, the acceleration of gravity g, the ratio of fluids densities € = pa/p1) takes
place.



CHAPTER 4

Surface Dynamics in Conformal Variables

4.1. Non-Canonical Hamiltonian Structure and Poisson Bracket for 2D
Hydrodynamics with Free Surface

We study two-dimensional potential motion of ideal incompressible fluid with
free surface of infinite depth. Fluid occupies the infinite region —co < = < oo in
the horizontal direction x and extends down to y — —oo in the vertical direction y
as schematically shown on the left panel of Fig. 1. The time-dependent fluid free
surface is represented in the parametric form as

(4.1) z=x(u,t), y=y(ut)
with the parameter u spanning the range —oo < u < oo such that
(4.2) z(u,t) — too and y(u,t) — 0 as u — *oo.

We assume that the free surface does not have self-intersection, i.e. r(uj,t) #
r(usg,t) for any u; # us. In other words, the free surface is the simple plane curve.
Here r(u,t) = (x(u,t),y(u,t)).

In the particular case when the free surface can be represented by a single-
valued function of x,

(4.3) y=n(z,t),
one can also represent domain occupied by the fluid as —oco < y < 7 and —o0 <
x < 00. Such single-valued case has been widely considered (see e.g. Ref. [Sto57]).
We however do not restrict to that particular case which is recovered by choosing
U=z

Potential motion implies that a velocity v of fluid is determined by a velocity
potential ®(r,t) as v = V& with V = (a%, 8%)‘ The incompressibility condition
V - v = 0 results in the Laplace equation

(4.4) V20 =0

y z=x+iy 9 I w=u+iv |:
L Vacuum u

X
o Vacuum v=0

z(w)
—

FIGURE 1. Dark area represents the domain occupied by fluid in
the physical plane z = z + iy (left) and the same domain in w =
u+1iv plane (right). Thick solid lines correspond to the fluid’s free
surface in both planes.
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inside fluid. Eq. (4.4) is supplemented with decaying boundary condition (BC) at
infinity in the horizontal direction,
(4.5) V® — 0 for |z| — oo,

and a vanishing of the normal velocity the fluid’s bottom,

87(1)
on

Yy——00

Without loss of generality BCs (4.5) and (4.6) can be replaced by Dirichlet BC

(4.6) =0.

(4.7 ® — 0 at |r| — oo.

BCs at the free surface are time-dependent and consist of kinematic and dy-
namic BCs. Kinematic BC ensures that free surface moves with the normal velocity
component v, of fluid particles at the free surface. Motion of the free surface is
determined by time derivatives of the parameterization (4.1) and kinematic BC is
given by a projection into normal directions as

(4.8) n- (2, y) = vn =0V imyur), y=y(u,)
where

CRYEEE
is the outward unit normal vector to the free surface and subscripts here and below
means partial derivatives, z; = w ete.

Egs. (4.8) and (4.9) result in a compact expression

(410) YtTy — TtYu = [xuq)y - yuq)m]‘a::w(u,t), y=y(u,t)

for the kinematic BC.

Tangential component of the vector r; = (x4,y:) is not fixed by kinematic BC
(4.10) but can be chosen at our convenience. E.g., one can define u to be the
Lagrangian coordinate of fluid particles at the free surface (fluid particles once on
the free surface never leave it). Then tangential component of r; would coincide
with the tangential component of V®|,—(y.4), y=y(u,s)- Another possible choice is
to choose u to be the arclength along the free surface. However, we use neither
Lagrangian or arclength formulation below. Instead, throughout the paper we use
the conformal variables for the free surface parameterization as described below
in Section 4.1.1. Another particular form of (4.1) is given by Eq. (4.3), which
corresponds to choosing v = z (as mentioned above, it is possible only if n(x,t)
is the single-valued function of z). In that case Eq. (4.9) is reduced to n =
(=12, 1)(1 +n2)~'/? and kinematic BC Eq. (4.10) is given by

(4.11) ne=(1+ 775)1/27% = (—12%s + Py y=n(z,t) ’

This form of kinematic BC has been widely used (see e.g. Ref. [Sto57]).
A dynamic BC, which is the time-dependent Bernoulli equation (see e.g. [LL89a])
at the free surface, is given by
1
(412) (q)t + 5 (V(I))2 + gy) = _PO“
z=z(u,t), y=y(u,t)
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where g is the acceleration due to gravity and

O‘(:Euyuu - xuuyu)
(2 + yu)?/?

is the pressure jump at the free surface due to the surface tension coefficient .
Here without loss of generality we assumed that pressure is zero above the free
surface (i.e. in vacuum). All results below apply both to the surface gravity wave
case (g > 0) and the Rayleigh-Taylor problem (g < 0). Below we also consider a
particular case g = 0 when inertia forces well exceed gravity force. For the case
of single-valued parameterization (4.3), Eq. (4.13) is reduced to the well-known
expression (see e.g. Ref. [Zak68])

(4.13) Py=-

P - B
o [na (1 +12)™2) = —amea (14 02) 71/,

Eqgs. (4.12) and (4.13), together with decaying BCs (4.2) and (4.5), imply that a
Bernoulli constant (generally located at right hand side (r.h.s) of Eq. (4.12)) is
zero.

Egs. (4.1),(4.2),(4.4)-(4.9),(4.12) and (4.13) form a closed set of equations
which is equivalent to Euler equations for dynamics of ideal fluid with free surface

for any chosen free surface parameterization (4.1). Here at each moment of time ¢,
Laplace Eq. (4.4) has to be solved with Dirichlet BC

(415) ¢($>t) = (I)(rut)|m:x(u,t), y=y(u,t)

and BCs (4.5), (4.6). That boundary value problem has the unique solution. The
knowledge of ®(r,¢) allows to find the normal velocity v, at the free surface as in
Eq. (4.10). It can be interpreted as finding the Dirichlet-Neumann operator for

the Laplace Eq. (4.4) [CS93]. Then one can advance in time to find new value of
P(z,t) from Egs. (4.10) and (4.12) using that

(4.16) Pr =[P+ 2Ps + Y Py lo—a(u.t), y=y(u)

as well as evolve a parameterization (4.1) and so on. Here Eq. (4.16) results from
the definition (4.15).
The set (4.1),(4.2),(4.4),(4.7),(4.9) and (4.12) preserves the total energy

(4.14) Py =—

(4.17) H=K+P,
where
1
(4.18) K= / (V®)2dady
Q

is the kinetic energy and
(4.19) P:g/ydxdy—g/ydxdy+a/ (x/x%—kyﬁ—xu)du

Q y<0 —©

is the potential energy. Here dady is the element of fluid volume (more precisely it
is the fluid’s area because we restricted to 2D fluid motion with the third spatial
dimension being trivial), £ is the area occupied by the fluid which extends down

to y — —oo in the vertical direction. The term g [ ydady corresponds to the
y<0
gravitational energy of unperturbed fluid (flat free surface) and it is subtracted

from the integral over ) to ensure that the total contribution of the gravitational
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energy, g [oydazdy — g [ ydxdy, is finite. In other words, one can understand
y<0

these two terms as the limit A — oo and L — oo, where h is the fluid depth

with the bottom at y = —h and L is the horizontal extend of the fluid. Then

g f ydaxdy = 7%, where using this expression below we assume taking the
y<0

limits 2 — oo and L — oo. The surface tension energy o [~ (s/x% +y2 — zu) du

in Eq. (4.19) is determined by the arclength of free surface with —x, term added
to ensure that the surface energy is zero for unperturbed fluid with y = 0.

If we introduce the vector field F = §y?/2 with § being the unit vector in
positive y direction, then the gravitational energy in Eq. (4.19) takes the following

form g fQ V- -Fdxdy — gh;L |n,L—oco- By the divergence theorem of vector analysis
(in our 2D case it can be also reduced to the Green’s theorem) this gravitational
energy is converted into the surface integral g |, s Fn ds—i—@ |n,L—oco (line integral
in 2D over arclength ds = \/x2 + y2du with 99 being the boundary of Q) which
together with Eq. (4.9) results in

(4.20) P = g / y? du + / (y/x% +y2 — xu) du.
— 0o — 00

In the simplest case of the single-valued surface parametrization Eq. (4.3), Egs.
(4.18) and (4.20) take the simpler forms

(4.21) K= % 7dw ] (V®)2dy

and o

(4.22) P= g 7 Pz + a /oo (M— 1) dz,
respectively. - -

It was proved in Ref. [Zak68] that ¢ and 7 for the single-valued surface
parametrization (4.3) satisfy the canonical Hamiltonian system

on o6H 0¢Y  OH
ot &y’ ot ony
with H given by Eqs. (4.17), (4.21) and (4.22). The Hamiltonian formalism of Ref.
[Zak68] has been widely used for water waves, see e.g. Refs. [ZLF92, KP03] for
review as well as it was generalized to the dynamics of the interface between two
fluids [KL95]. In this paper we show that for the general “multivalued” case of the
parametrization (4.1), the system of dynamical Eqs. (4.10) and (4.12) for x(u,t),
y(u,t) and 1 (u,t) also has a Hamiltonian structure if we additionally assume that
z(u,t) and y(u,t) are defined from the conformal map of Section 4.1.1. However,
that structure is non-canonical with the non-canonical Poisson bracket and depends
on the choice of the parametrization of the surface.

Apparently, the system (4.10) has infinite number of degrees of freedom. The
most important feature of integrable systems is the existence of “additional” con-
stants of motion which are different from “natural” motion constants (integrals)

(4.23)
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(see Refs. [GGKMG67, ZS72, Arn89, ZF71, NMPZ84]). For system (4.23) the
natural integrals are the energy H (4.17), the total mass of fluid,

(4.24) M = /n(z,t)dx,
and the horizontal component of the momentum,
| oo
4.25 P, = d —dy.
(1.25) = [ [ S

® is the harmonic function inside fluid because it satisfies the Laplace Eq. (4.4).
The harmonic conjugate of ® is a stream function © defined by

(4.26) 0, =—®, and ©, = ®,.
Similar to Eq. (4.7), we set without loss of generality zero Dirichlet BC for © as

(4.27) © — 0 at |r| — oc.
We define a complex velocity potential II(z,¢) as

(4.28) II =¢+i0,

where

(4.29) z=z+iy

is the complex coordinate. Then Egs. (4.26) turn into Cauchy-Riemann equations
ensuring the analyticity of II(z,¢) in the domain of z plane occupied by the fluid
(with the free fluid’s boundary defined by Eqgs. (4.1) and (4.2)). A physical velocity
with the components v, and v, (in 2« and y directions, respectively) is recovered
from II as % = vy — ivy.

Using O, = @, from Eq. (4.26), we immediately convert the horizontal mo-
mentum (4.25) into P, = ffooo O dz through integration by parts and Eq. (4.27)

which results in

(4.30) PI:/@(x(wt),y(u,t),t)a:u(u,t)du.

—0o0

Eq. (4.30) is also valid for the general multi-valued case (contrary to Eq. (4.25)
which requires the particular parametrization (4.3)). To check that we replace
Eq. (4.25) by P, = [,0,dzdy = [,V - Fdxzdy with F = §© and, similar to the
derivation of Eq. (4.20), we then obtain Eq. (4.30) from the divergence theorem
and Eq. (4.9).
One can use Eqgs. (4.26) to obtain the equivalent form of P, as P, = fQ ®, dxdy =

fQ V - Fdzdy with F = 2®. Then the divergence theorem together with Eq. (4.9)
results in

(4.31) P =— / (2w, ), )y, £)du.
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In a similar way, a vertical component of momentum is given by

oo n 0o
0P
(4.32) P, = /dx/a—ydy: /wdx,

where we used integration by part and Eqs. (4.7) and (4.15). P, is the integral of
motion only for the zero gravity case, ¢ = 0. A change of integration variable in
Eq. (4.32) results in

oo

(4.33) P, = /¢xudu.

— 00

Eq. (4.33) is also valid for the general multi-valued case. To check that we define
in the general case that P, = [, ®, dedy = [, V-F dzdy with F = j® and, similar
to the derivation of Eq. (4.20), we obtain Eq. (4.33) from the divergence theorem
and Eq. (4.9).

One can use Egs. (4.26) to obtain the equivalent form of P, as P, = — fQ O,dzdy =
fQ V-F dazdy with F = —£0. Then the divergence theorem together with Eq. (4.9)
results in

oo

(4.34) P, = /@(z(u,t),y(u,t),t)yu(u,t)du.

— 00

For the parametrization (4.1), Eq. (4.24) is replaced by M = [, dazdy —
fy<0 dedy = [,V - Fdedy — hL|y 1o with F = jy. Similar to derivation of
Eq. (4.20) we then use the divergence theorem and Eq. (4.9) to obtain that

(4.35) M = /y(u,t)xu(u,t)du.

In this paper we develop a Hamiltonian formalizm for the general multi-valued
case compare with single-valued case established in Ref. [Zak68]. Plan of the
paper is the following. In Section 4.1.1 we introduce the conformal variables as the
particular case of the general parametrization (4.1). In Section 4.1.2 we introduce
the Hamiltonian formalism for system (4.1),(4.2),(4.4)-(4.9) and (4.12) with the
nonlocal non-canonical symplectic form and the corresponding Poisson bracket.
Section 4.2 provides the explicit expression for the Hamiltonian equations resolved
with respect to time derivatives. Section 4.2.1 rewrites these dynamic equations in
the complex form and introduce another complex unknowns R and V. Section 4.2.3
introduce a generalization of the Hamiltonian of Euler equations with free surface
to include additional physical effects such as the interaction of dielectric fluids with
electric field and two fluid hydrodynamics of superfluid Helium with a free surface.
It is shown that these equations allows very powerful reductions which suggests
a complete integrability. Section ??7 provides a summary of obtained results and
discussion on future directions.

4.1.1. Conformal mapping. To choose a convenient version of the general
parametrization (4.1), we consider the time-dependent conformal mapping

(4.36) z(w,t) = z(u,v,t) + iy(u, v, t)
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of the lower complex half-plane C~ of the auxiliary complex variable
(4.37) w=u-+iv, —oo<u< oo,

into the area in (z,y) plane occupied by the fluid. Here the real line v = 0 is
mapped into the fluid free surface (see Fig. 1) and C~ is defined by the condition
—00 < v < 0. The function z(w,t) is the analytic function of w € C~. The
conformal mapping (4.36) at v = 0 provides a particular form of the free surface
parameterization (4.1) for the parameter u.

The conformal mapping (4.36) ensures that the function II(z,t) (4.28) trans-
forms into ITI(w,t) which is analytic function of w for w € C~ (in the bulk of fluid).
Here and below we abuse the notation and use the same symbols for functions of
either w or z (in other words, we assume that e.g. (w,t) = I(z(w,t),t) and
remove " sign). The conformal transformation (4.36) also ensures Cauchy-Riemann
equations ©, = —-®,, 0O, = &, in w plane.

The idea of using time-dependent conformal transformation like (4.36) to ad-
dress systems equivalent/similar to Eqs. (4.1),(4.2),(4.4)-(4.9) and (4.12) was ex-
ploited by several authors including [Ovs73, M OI81, Tan91, Tan93, DKSZ96b,
CS98, CS05, Chal6, ZDVO02]. We follow [DKSZ96b| to recast the system
(4.1),(4.2),(4.4)-(4.9) and (4.12) into the equivalent form for z(u,t), y(u,t) and
¥(u,t) at the real line w = w of the complex plane w using the conformal transfor-
mation (4.36). We show that the kinematical BC takes the form

(438) YTy — TtYu = 77:(7/%,
where
R 1 “+o0 /
(4.39) Hf(u) = fp.v./ wdu'
T oo U —u

is the Hilbert transform ([Hil05]) with p.v. denoting a Cauchy principal value of
integral. The dynamic BC takes the form
0 2w\ 0 Yu

4.4  — o R ——y ) —as e ,
(4.40) Yoy — Yuye + gyy H (Yrxy — Yozt + gyzy) a6u|zu|+aH8u|zu|

where z(u,t) is expressed through y(u,t) as follows
(4.41) f=x—u=—Hy

(see Eq. (4.153) of Appendix 4.2.4 for the justification of Eq. (4.41) as well as the
complimentary expression Hi = Y).

Eq. (4.41) exemplifies the general relation between the harmonically conjugated
functions in C~ as was first obtained by David Hilbert ([Hil05]). The particular
case of Eq. (4.41) results from the analyticity of z(w,t) for w € C~ which implies
that Z and y are harmonically conjugated functions for w € C~. Similarly, II(w, t)
(4.28) is also analytic function for w € C~ which results in

(4.42) Olwu = H), % = —HO|yey for w = u.

We notice that left hand side (Lh.s.) of Eq. (4.38) is the same as lLh.s of
Eq. (4.10) multiplied by (22 + y2)'/? = |z,|. R.hs. of Eq. (4.10) multiplied
by (x2 + y2)/? is given by ®,|,—0 = —Oy|v—o (which is the normal velocity v,
to the surface in w plane multiplied by the Jacobian z2 + y2 of the conformal
transformation (4.36), see e.g. Refs. [DKSZ96b, DLK16]). Then using Egs.
(4.15) and (4.42), we obtain Eq. (4.38).
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Eq. (4.40) can be also obtained from Eqgs. (4.4)-(4.9),(4.12),(4.13) and (4.15) by
the change of variables (4.36). We do not provide it here to avoid somewhat bulky
calculations. Instead, we derive both Egs. (4.38) and (4.40) from Hamiltonian
formalism in Section 4.1.2. See also Appendix A.2 of Ref. [DLK16] for detailed
derivation of similar Eqs. for a case of the periodic BCs along x instead of decaying
BCs (4.2) and (4.5).

We now transform the kinetic energy (4.18) into the integral over the real line
w = u. The Laplace Eq. (4.4) implies that we can apply the Green’s formula to
Eq. (418) as K = § [, V- (®V®)dady = § [, Yvpds = § [5;, Yvn\/22 + y2du.
Using Egs. (4.9), (4.15), (4.42) and rewriting v, in conformal variable w (see
e.g. Appendix A.1 of Ref. [DLK16] for the explicit expressions on the respective
derivatives) one obtains that [DKSZ96b]

17
(4.43) K=-3 / SHpdu.

4.1.2. Hamiltonian formalism. Conformal mapping makes possible an ex-
tension of the Hamiltonian formalism of Eqgs. (4.23) for single-valued function 7 of
x into a general multi-valued case, i.e. to the parametrization (4.1). For that we
notice that the Hamiltonian Eqgs. (4.23) can be obtained from the minimization of
the action functional

(4.44) S = / Ldt

with the Lagrangian
(4.45) L= / Ynde — H.

We now generalize the Lagrangian (4.45) into multi-valued n through the parametriza-
tion (4.1) as

(o)
(4.46) L= [ (s~ s)du— H
with the Hamiltonian
1 oo R oo oo
(4.47) H= ) / YHp du + g / y? zdu + / (x/xﬁ +y2 — xu> du.

as follows from Eqs. (4.17), (4.20) and (4.43). Here we used the change of variables
in nidz of Eq. (4.45) from (z,t) into (u,t) which results in n:dz = (yray — ey )du
(see also Appendix A.2 of Ref. [DLK16] for more details).

Using Eq. (4.41) to explicitly express x(u,t) as the functional of y(u,t), one
can rewrite the Hamiltonian H (4.47) as follows
(4.48)

o0 o0

1 T ~ ~ ~ A
H= -5 / sz/)udu—i—% / y* (1—Hy, ) duta / ( (1—Hyu)?+y2 -1 +Hyu> du.

—0oQ — 00
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We can use either Eq. (4.47) or (4.48) at our convenience for finding the dynamic
equations.

Vanishing of a variation 65 = 0 of Eq. (4.44) over ¢ together with Eq. (4.46)
results in

- oH
(4.49) YeTu = LYy = —Hipy =

5
which gives kinematic BC (4.38).

Variations over x and y must satisfy the condition (4.41). To ensure that
condition we introduce the modification L of the Lagrangian (4.46) and the modified
action S by adding the term with the Lagrange multiplier f(u,t) as

(4.50) L=1L+ / fly — H(z —u)]du, S = /ﬂdt,

which does not change Eq. (4.49).

To ensure the most compact derivation of the dynamical equations from the
variation of S, we use the Hamiltonian (4.48) (which does not contain z) while
we keep x (not expressing it as a functional of y) in the remaining terms of the
modified action S beyond H. Then a vanishing of a variation 8S =0 over z and y,
together with (4.46), (4.47) and (4.50), result in Egs.

(4.51) Yubt — Yiu + 7:(f =0

and
-0 1y 0 Yu
~ M B Tedl Y Bu Tzl

0H N
(4.52)  —xuth +a + f = E = gyxu — gH(Yyu)

respectively. Here we used that

(4.53) 5F(;§y— u) _ HéF(chx— u)

for any functional F of z(u) — u = —Hy.

Excluding the Lagrange multiplier f from Eqs. (4.51) and (4.52) by applying
H to Eq. (4.52) and subtracting the result from Eq. (4.51) we recover Eq. (4.40).

We note that there are two alternatives to using Egs. (4.51) and (4.52). First
one is to keep z in the Hamiltonian H (4.17), (4.20), (4.43) (instead of replacing it
by u — H(z — u) as was done in Eq. (4.48)). Then vanishing variations of S (4.50)
over z or y results in modification of Eqs. (4.51) and (4.52). Excluding f from
these modified Eqs. still results in Eq. (4.40) as was obtained in Ref. [DKSZ96b].

Second alternative is to replace = by u — H(z — u) in Eqs. (4.44), (4.46) and use
the Hamiltonian (4.48). Then a vanishing variation of S (4.44) over y results in

(4.54)
. 0H - ~ O Xy J yu
H(wtyu - wuyt) - 1ﬁl‘/xu + wul’t = E = gYyTy — gH(yyu) —aH T Yo

oz COu|za|
Applying —H to Eq. (4.54) we again recover Eq. (4.40). A variational derivative
of the Hamiltonian over ¢ in all cases is given by Eq. (4.49).

The second alternative allows to obtain Eq. (4.40) without the use of the
Lagrange multiplier f. Below we use Eqgs. (4.51) and (4.52) because they allow to
significantly simplify subsequent transformations.



188 4. SURFACE DYNAMICS IN CONFORMAL VARIABLES

Applying —H to Eq. (4.51) and adding it to Eq. (4.52) recovers Eq. (4.54).
We use Eqs. (4.49) and (4.54) to rewrite Eqgs. (4.38) and (4.40) in the “symplectic”
Hamiltonian form [ZD12]

A 0H Yy
4.55 QQ; = — =
( ) Qt 5Q7 Q <,(/)> )
where the symplectic operator Q is given by

A Qi Qo

4.56 Q="
( ) (le O ) )
which is 2 x 2 skew-symmetric matrix operator with
(4.57) Qb = =1,

Here Q;lis the adjoint operator, (f, Qijg> = (Q;rjf, 9), i,7 = 1,2, with respect
to the scalar product (f,g) = [~ f(u)g(u)du. Also Qi is the skew-symmetric
operator

(4.58) Q= -0y,
Eqgs. (4.55) and (4.56) expressed in components are given by
. . 0H
Quiye + Quoyhy = T
(4.59) Y
A 0H
— oy = @

Using Eqgs. (4.49) and (4.54) we obtain that

(4.60) Q219 = 2uq + yuHg = (1 = Hyu)q + yuHg

for any function ¢ = g(u). Using Eqgs. (4.41) and (4.54) we obtain that
(4.61)

Qg = —H(uq) — Mg, 20 = —2uq+ H(yuq) = —(1 = Hyu)q + H(yuq)-
Using integration by parts and definition (4.39) in Eqgs. (4.60), (4.61) ensures a
validity of Egs. (4.57) and (4.58). We note that Egs. (4.55)-(4.61) are valid for any
Hamiltonian, not only for the Hamiltonian (4.48) provided we derive them from
the variation of action (4.50). Because Eqs. (4.49) and (4.54) are obtained directly
from the variation principle, the symplectic form, corresponding to the symplectic
operator Q (4.56), is closed and nondegenerate (see Ref. [Arn89]).

Eqgs. (4.49) and (4.54) are not resolved with respect to the time derivatives y,
and ;. It is remarkable that the symplectic operator Q (4.56) can be explicitly
inverted. We first find the explicit expression for y; using Eq. (4.49) rewritten in
the complex form
0H
N
where f(w) means a complex conjugate of a function f(w). Note that the complex
conjugation f(w) of f(w) in this paper is understood as applied with the assumption

that f(w) is the complex-valued function of the real argument w even if w takes
the complex values so that

(4.63) f(w) = f(w).

(4.62) 217y — Zpzy = —20Hp, = 2i
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That definition ensures the analytical continuation of f(w) from the real axis w = u
into the complex plane of w € C.
We use the Jacobian

(4.64) J =22 +yp = 2uZu = |2
which is nonzero for w € C~ because z = z(w, t) is the conformal mapping there.
Dividing Eq. (4.62) by J we obtain that

2t Zt 2i _~ 21 0H
4.65 2E Py, = 22
( ) Zu  Zu J J oY
Here 2t is analytic in C~ and £t is analytic in C*.

It is convenient to introduce the operators
- 1 - . 1 N

(4.66) P = 5(1 +iH) and Pt = 5(1 —1iH)

which are the projector operators of a function ¢(u) defined at the real line w = u
into functions ¢ (u) and ¢~ (u) analytic in w € C~ and w € C*, respectively, such
that

(4.67) g=q " +q .
Here we assume that g(u) — 0 for v — +o0o. Egs. (4.66) imply that
(4.68) PHgt+q)=q" and P (¢"+q)=4q,

see more discussion of the operators (4.66) in Appendix 4.2.4. Also notice that Egs.
(4.66) result in the identities

(4.69) Hq=ilg" —q7]

and

(4.70) Pt 4P =1, (PH)?2 =P+ (P72 =P, PrP =P Pt =0.
Applying P~ to Eq. (4.65) and multiplying by z,, after that we find that

(4.71) 2= —z2, P~ [317:[1/}4 =z, P~ [?(Zj]

which is explicit solution for time derivative in complex form. Taking the real and

imaginary parts we obtain that

(472) w=H =) |50 =~ -0 | 5]
and
(4.73) 2 = (2 H + y) [}]ku] = —(z H +ya) B‘Zﬂ .

We now multiply Eq. (4.51) by z, and add to Eq. (4.52) multiplied by y,, to
exclude v; which results in

oH N . .
(4'74) ¢u(yt1'u - yuxt) + yu@ =r Hf +yuf = -z, P f+ iqu,P+f'

We use Eq. (4.49) in Lh.s. of Eq. (4.74) to exclude time derivative and apply P~
to it to obtain Eq.

(75 P f=Lp [ng - wuﬂwu} _ip-
oy z

Z’U. u

yu(sy u(w) )
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which does not contain any time derivative. Taking a sum of Eq. (4.51) multiplied
by i and Eq. (4.52) result in
0H
(4.76) U2y — Zthy — 2P f = R
Y
Excluding P~ f and z; in Eq. (4.76) through Eqs. (4.75) and (4.71) we obtain
~. [216H 2i » 0H 0H 1 o0H
4. = P |2 2P |y
am w=-upt 35 5+ ]
Using Eq. (4.68) we transform Eq. (4.77) into
16H 1 1
4' u u - Ty T T 7 U e
wm) =] - e - e

Eqgs. (4.72) and (4.78) can be written in the general Hamiltonian form

Zu 5y

Ty OH 1A[ 5H}

~0H y
4.79 = R— =
( ) Qt (SQ’ Q (,(/)) )
where
5 o 0 R
4.80 R=0"1= ( | A12>
(4.80) Ra1 Raz
is 2 x 2 skew-symmetric matrix operator with the components
Rllq - 03
N T N q
s Ri2q = Jq—yuH<J)»
: S Ty, 1 - N R
Rorg = ——=q— <H(yuq), Ri =—Ris,
J J
~ ~ (q 1 ~ ~ ~
Raz2q = —¢uH (j) - jH(qu)7 RL = —Ri1.

We call R = Q1 by the “implectic” operator (sometimes such type of inverse of
the symplectic operator is also called by the co-symplectic operator, see e.g. Ref.
[Wei83, Mor98|).

Writing Eq. (4.79) in components we also obtain that

. O0H
=Riz— 50
(4.82)
by = _ 5 0H —I—R 0H
=Rty 275,

Comparing Egs. (4.55) and (4.79) we conclude that R = Q! which can be
confirmed by the direct calculation that

(4.83) RO=OR =1,
where I is the identity operator.
We use Egs. (4.79) and (4.80) to define the Poisson bracket
(4.84)
SF . 0G\ [ . (0F. 6G OF_. 0G 0F_. oG
F —_— = —_— — —_—
(r6)- 3 / v sg, ) = [ o (5 sy + 5ok + 5 )

4,7=1_"
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between arbitrary functionals F' and G of Q. It is clear from that definition that
any functionals £ and 7 of y only commute to each other, i.e. {£,n} =0.

Eq. (4.84) allows to rewrite Eqs. (4.79) and (4.80) in the non-canonical Hamil-
tonian form corresponding to Poisson mechanics as follows

(4.85) Q:={Q,H}.
The Poisson bracket requires to satisfy a Jacobi identity
(4.86) {FAG, LI} +{G AL F}} +{L{F,G}} =0

for arbitrary functionals F', G and L of Q. The Jacobi identity is ensured by our
use of the variational principle for the action (4.50).

A functional F is the constant of motion of Eq. (4.85) provided {F,H} = 0.
It follows from Eq. (4.84) that any functionals F' and G, which depend only on
y, commute with each other, i.e. {F,G} = 0. We note that the derivation of Egs.
(4.79)-(4.85) is valid for any Hamiltonian, not only for the Hamiltonian (4.48),
because we derive these equations starting from the variation of action (4.50). It
implies that Eq. (4.84) has no Casimir invariant (the constant of motion which
does not depend on the particular choice of the Hamiltonian H, see e.g. Refs.
[Wei83, ZK97]). Beyond our standard Hamiltonian (4.48), one can also apply
Eqgs. (4.84), (4.85) to more general cases as discussed in Section 4.2.3.

4.2. Dynamic equations for the Hamiltonian (4.48)

Eq. (4.72) provides the kinematic BC solved to y;. Eq. (4.78) with the Hamil-
tonian (4.48) can be simplified as follows. We first notice that using Eq. (4.61),
the gravity part of the variational derivative (4.54) can be represented as follows

0H . .
(4.87) Sol = 9vre = gHyy) = —gthey.
Yy a=0
Then the contribution of that gravity part into r.h.s. of Eq. (4.61) is given by
Y P
(4.88) Ror - = —gR2a1812y = —gy,
) a=0

where we use the definition (4.81) and Eq. (4.83).
Second step is to simplify the surface tension part

oH

oH 70 T O Yu
oy

ou |z, “ou X

(4.89)

g=0
of the variational derivative (4.54). We also notice the identity

0 Zy 0 Yu 1 0
4. WL Ty O Ve 1O
(4.90) v ou |z, | ty ou|zyl  2|zu| Ou

which is the particular case of the identity

oF 0F

52 Tu + Eyu =0
for general parametrization invariant functionals F((z(u),y(u)), see e.g. Refs.
[Mor05, FMS18]. Eq. (4.90) corresponds to F = [* (|z,| — 2, )du which is
the parametrization invariant functional because it represents the arclength of the
surface (minus the arclength of unperturbed surface) and thus is independent on the

o0 1
2 2 2 2, 9 _




192 4. SURFACE DYNAMICS IN CONFORMAL VARIABLES

particular surface parametrization (x(u),y(u)), see also Eq. (4.19) and discussion
after it.
The contribution of the surface tension part into r.h.s. of Eq. (4.61) is given
by
oH

4.91 R0l —
(4.91) 7321@

:7%21 |:Oé7:la Ty Oéa Yu — « a Yu

Oulzal Oula]| oy Oulz’

g=0

where we used Egs. (4.81), (4.83) and expressed -2 -2+ through the identity (4.90).

[zl

Eq. (4.91) has a removable singularity at xz, = 0. To explicitly remove that
singularity we perform the explicit differentiation in r.h.s of this Eq. to obtain that

~  O0H

4.92 R

|2ul?

)

g=0
which provides the expression for the pressure jump (4.13). Using Eqs. (4.49),(4.88)
and (4.92) we obtain a particular form of Eq. (4.78) for the Hamiltonian (4.48) as
follows

Egs. (4.41), (4.72) and (4.93) form a closed set of equations defined on the real
line w = u. That system was first obtained in Ref. [DKSZ96b| with the surface
tension term in the form (4.91). We notice that the same system can be obtained
directly from Eqgs. (4.1),(4.2),(4.4)-(4.9),(4.12),(4.13) and the definition of the con-
formal mapping (4.36) without any use of the variational principle of Section (4.1.2).
However, such alternative derivation is significantly more cumbersome.

a(xuyuu - xuuyu)
|2l

1

|2ul?

|2ul?

4.2.1. Dynamic equations in the complex form. Dynamical Eqgs. (4.78)
are defined on the real line w = w with the analyticity of z(w,t) and I(w,t)
in w € C~ taken into account through the Hilbert operator H. For the analysis
of surface hydrodynamics, it is efficient to consider the analytical continuation of
z(w,t) and TI(w,t) into w € CT with the time-dependent complex singularities of
these functions fully determine their properties. The projector operators (4.66) are
convenient tools for such analytical continuation with

(4.94) Il =1 +iHy = 2P 4
and
(4.95) z—u=—Hy+iy=2iP "y,

see Appendix 4.2.4 for more details. Analytical continuation of Eqs. (4.94) and
(4.95) into complex plane w € C amounts to a straightforward replacing v by w
in Eq. (4.149) (as well as in Eqgs. (4.156) and (4.157), see also Appendix 4.2.4)
which is always allowed provided w € C* and w € C~ for Ptq(w) and P~q(w),
respectively. This is possible because the pole singularity at u' = u 4 i0 in the
integrand of Eq. (4.149) does not cross the integration contour —oo < u’ < 00 as w
continuously changes from w = u into the complex values. Analytical continuation
in the opposite direction (i.e. into w € C* for P~¢q(w) and w € C~ for Ptq(w))
however requires to move/deform the integration contour —oo < u' < oo which
is possible only so long as complex singularities are not reached. We also remind
our definition (4.63) of complex conjugation which ensures how to define f(w) for
w € C. Another convenient way of analytical continuation from the real line w = u
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into C is to use Eqs. (4.155)-(4.157). However, such continuation into w € C*
for P~q(w) and w € C~ for PTq(w)) is limited by the convergence of integrals in
Egs. (4.156) and (4.157) which implies that |Im(w)| cannot exceed the distance
of a singularity closest to the real axis. We also note that if the function g(w) is
analytic in C~ then g(w) is analytic in C* and vise versa.

We replace variations over y and 1 of Section 4.1.2 by variation over z, z, 11
and II according to

) ) 0 0 ) )
4.96 — =2iPt— —2iP"— and — =2P"—_ 2P —
(4.96) oy o T 5 Y su T Gh
as follows from Egs. (4.94) and (4.95), see also Eq. (4.53). Here we used that
z+Z z—Z I+ 11
(4.97) = Y= and ¢ = 5

as follows from Egs. (4.36) and (4.28). In variational derivatives (4.96) we assume
that z, z, IT and II are independent variables.

Applying P~ to Eqs. (4.71) and (4.77) together with Eqs. (4.96) and (4.97),
we obtain the following dynamic equations

(4.98) 2t = Uz,
(4.99) I, = iU, — B — P,
where
1 H L O0H
4.1 4P~ i
(4.100) v=ap~ {5 [P o] |

is the complex transport velocity,

[~
(4.101) P41P{ [ <25) P+(z‘g)]}

and

(4.102) B = —4iP~ {; [ﬁ_ (H fsﬁ) P (H gllﬂ}

Here we used that z and II and analytic in C~ while Z and II are analytic in Ct.
Taking an imaginary part of Eq. (4.98) and a real part of Eq. (4.99) one can recover
Egs. (4.72) and (4.78).

Eqgs. (4.98)-(4.102) are convenient for analytical study. A version of dynamic
equations is obtained by the change of variables (suggested in Ref. [Dya01])

1
401 —
(4.103) R=—,
o1l
4.104 =1i— =1iRIl,.
(4.104) V= laz iR

Egs. (4.98) and (4.99) in terms of variables (4.103) and (4.104) take the following
form
OR

(4.105) 5 = 1(UR.—RU.).
(4.106) %/ = i[UV, — R(B, + P.)].

These dynamic equations are valid for any Hamiltonian. They are also convenient
for numerical simulations to avoid a numerical instability at small spatial scales, see
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e.g. Ref. [ZDP06] and related analysis of weakly nonlinear case in Ref. [LZO05].
Note that R and V include only a derivative of the conformal mapping (4.36) and
the complex potential IT over w while z(w, t) and II(w, t) are recovered from solution
of these Egs. as z = [ %dw and IT = —i [ %dw. Respectively, these relation can
be used to recover the integrals of motion (4.30), (4.33) and (4.35) from R and V.
We now rewrite our standard Hamiltonian (4.48) in terms of variables z, z, II
and II which gives that
(4.107)

H= /du {;(HUH—HHU)—9(2—2)2(zu+zu)+a( zuzu—z“gz“ﬂ.
—o0

Egs. (4.100)-(4.102) and (4.107) results in

(4.108) U=iP~ {; 11, — 11, } = P7(RV + RV),
(4.109) P = —ig(z — w) — 2iaP™(QuQ — QQu),
and
2

(4.110) p=p-{ M =P=(IV]*),

EME
where

— 1 _
(4.111) Q= == VR.
Plugging in Eqgs. (4.108)-(4.110) into Egs. (4.105) and (4.106) we obtain
(4.112) 88—]: =i(UR, — RU,),
v N

(4.113) o7 =1UVu = RBu] + g(R— 1) = 20RP™ —-(QuQ ~ QQu)-

Other authors have referred to these equations as the “Dyachenko” equations
([Dya01]) which serve as a basis for numerical study of free surface hydrodynamics.
They can be also immediately rewritten fully in terms of @ and V as follows

(4.114)
@ =i (UQu - lQUu) )

ot 2
(4.115)
U=PQV+QV),
(4.116)
ov .0 .0 _ _
o =1 [Uvu ~ QQP‘%(VQ)} +9(Q* = 1) —20Q°P7 5-(QuQ — QQu).

4.2.2. Dynamic equations in complex form without nonlocal oper-
ators. Both Eqs. (4.112),(4.113) and (4.114)-(4.116) involves P~ which is the
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nonlocal operator. Sometimes for analytical study and looking for the explicit solu-
tions one may need to avoid such nonlocal operator. To do that we use Eq. (4.62)
with r.h.s. rewritten through Eq. (4.94) which gives

(4117) 2tZy — Rty = ﬁu — Hu
for the kinematic BC in the complex form.
To satisfy the dynamic BC we use Eq. (4.93), where the term H [ﬁﬂwu}

is expressed through the complex conjugate of Eq. (4.71) and Egs. (4.66) which
results in
zZ .1

ﬂwu] =L — i M.

u

(4.118) H {

|2u]?

Plugging in Eq. (4.118) into Eq. (4.93) and using Egs. (4.66) we obtain that
Zt 1.5 -

(4.119) Y=t~ 2P [VuFtu] — gy +

u

a(xuyuu - xuuyu)
M

We now note that using Eqgs. (4.69) and (4.97) allows to write that P~ [wuﬂlﬁu} =
ip’ [I12 — TI2] = — 4112 thus reducing Eq. (4.119) to

2 - _
@W120) gt S0 g (2o 2 g,

where we also expressed gravity and surface tension terms through z and z using
Egs. (4.97). Eq. (4.121) for the particular case g = oo = 0 was first derived in Ref.
[ZD12] (except there are trivial misprints in Eq. 3.54 of that Ref.). Eq. (4.121) is
the complex version of Bernouilli equation. Using Eqgs. (4.97) one can also express
¥ in Eq. (4.121) through IT and IT which gives a fully complex form of Bernouilli

equation as follows

_ _ 12 iazy [ Zuu Zuu
(4.121) (I, + 1)z, — T, + 1L,z + —2 —igZu (2 — 2) + — ( - > =0.
Zu |Zu‘ Zu Zu
Egs. (4.117) and (4.121) are the dynamic equations in the complex form. They
are not resolved with respect to the time derivative but they do not contain any
nonlocal operator.

4.2.3. Generalized hydrodynamics and integrability. We notice that all
expressions derived in Section 4.1.2 starting from Eq. (4.55) and in Section 4.2.1
before Eq. (4.107) are valid for arbitrary Hamiltonian H. In this Section we go
beyond the standard Hamiltonian (4.107) to apply our Hamiltonian formalism for
other physical systems beyond the Euler equations with free surface, gravity and
surface tension. We call the corresponding dynamical equations by “generalized

hydrodynamics”.
The new Hamiltonian is written as
(4.122) H=Hpgu+H,

where Hpg,,; is the standard Hamiltonian (4.107) and

(4.123) H= g /(zu + 2, — 2)(z — 2)du = g /yﬂyudu
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is the “generalized” part which adds up to the potential energy. Here 3 is the real
constant. Using FT (A.479), one can also rewrite Eq. (4.123) through Parseval’s
identity as

(4.124) H= fg/\kﬂykﬁdk

which shows that H is the sign-definite quantity. Here we also used that the Hilbert
operator H turns into a multiplication operator under FT as (Hq f)r = isign (k) fi
which follows from Eqgs. (4.66) and Appendix 4.2.4. Thus the additional potential
energy H is positive for § < 0 and negative for 3 > 0.

There are several physical interpretation of H. First case 8 > 0 corresponds
e.g. to the dielectric fluid with a charged and ideally conducting free surface in
the vertical electric field [Zub00, Zub02, Zub08a]. Such situation is realized on
the charged free surface of a superfluid Helium [CC69, Shi70]. Then Eq. (4.123)
is valid provided surface charges fully screen the electric field above the fluid free
surface. This limit was first realized experimentally in Ref. [Ede80]. Negative
sign of H implies instability due to the presence of the electric field. Another
application occurs for the quantum Kelvin-Helmholtz instability of counterflow of
two components of superfluid Helium [LZ18]. Second case 8 < 0 corresponds e.g.
to the dielectric fluid with a free surface in the horizontal electric field [ZZ06,
7708, ZK14a] and references therein. Positive sign of H implies a stabilizing
effect of the horizontal electric field. Similar effects can occur in magnetic fluids.
See [Zub08a, ZK14a, LZ18] for more references on physical realizations of the
generalized hydrodynamics.

We now consider the dynamics Eqgs. (4.105), (4.106) for the Hamiltonian
(4.122),(4.123). Then U is still given by Eq. (4.108) according to Eq. (4.100)
because H does not depend on TI. Eq. (4.101) results in

(4.125) P = —ig(z — w) — 2iaP™ (QuQ — QQu) + BP™(RR — 1),
while B remain the same as in Eqs. (4.108) and (4.110) because the definitions
(4.100) and (4.102) involve only variations over IT and II.

Egs. (4.105),(4.106),(4.108),(4.110),(4.111) and (4.125) result in the general-
ization of Dyachenko Eqs. (4.112),(4.113) as follows

(4.126)
JOR .
ot i

(4.127)
ov

0, o .0 _ _
Sy =1|UVa—RBy = BRP™ 2-(RR)| +g(R 1) —20RP™ 2-(QuQ — QQu).

As a particular example until the end of this section we consider Egs. (4.126)
and (4.127) for g = a = 0. We define r as

(4.128) r=R-1

and linearizes Eqs. (4.108),(4.110),(4.126) and (4.127) over small amplitude solu-
tions in r and V which gives

UR, — RU,),

Ty = —IVu,

(4.129) Vi = —ifro,
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where we used that 7 does not have zeroth Fourier harmonics implying P~r = r
and P~7 = 0. Excluding V from Eq. (4.129) results in

(4.130) Tt = —Bruu-
If 3= —s?<0, s> 0, then Eq. (4.130) turns into a wave equation,
(4.131) i = STy,

while for 3 = s? > 0 we obtain an elliptic equation.

We now go beyond a linearization and consider fully nonlinear Eqgs. (4.108),(4.110),(4.126)
and (4.127) for 3 = —s?. We assume a reduction
(4.132) V =isr.
Then Egs. (4.108) and (4.110) result in B = s2P~(|r|?) and U = isr. Plugging in
these expressions into Eqs. (4.126) and (4.127) results in a single equation
(4.133) Ty = STy,
with a general solution

r= f(u+st),

(4.134) ,f( )
v =1isf(u + st)

for the arbitrary function f(u). This is a remarkable result because it is valid for
arbitrary level of nonlinearity. In a similar way, a reduction

(4.135) V =—isr
in Eqgs. (4.108),(4.110),(4.126) and (4.127) results in a single equation
(4.136) Ty = —STy,

with a general solution

r = g(u — st),
(4.137) ( )
v = —isg(u — st)

for the arbitrary function g(u).

The existence of the general solutions (4.134) and (4.137) for the reductions
(4.132) and (4.135), however, does not imply that one can obtain the explicit so-
lution of the general Eqs. (4.126) and (4.127) because a linear superposition of
solutions (4.134) and (4.137) is not generally a solution of Egs. (4.126) and (4.127).

We now consider the second case 3 = s? > 0 and look at a reduction

(4.138) V =sr

Then Egs. (4.108) and (4.110) result in B = s>P~(|r[?) and U = s[r + 2P~ (|r[?)].
Plugging in these expressions into Eqs. (4.126) and (4.127) results in a single
equation (both equations for r; and V; coincide)

(4.139) re =is (rul=1+ 2P~ (Ir)] = (14 1)2P (Ir*). )

In a similar way, a reduction

(4.140) V =—sr

in Eqgs. (4.108),(4.110),(4.126) and (4.127) results in a single equation

(4.141) re = =is (rul=1+ 2P~ (2)] = (1 +7)2P7 (r12)u )
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Egs. (4.139) and (4.141) interchange under a change of the sign of the time so it is
sufficient to study one of them.

Infinite number of explicit solutions of Egs. (4.139) and (4.141) can be con-
structed. We however do that indirectly by first considering the reduction (4.138)
for variables z and II instead of R and V. We use Eq. (4.98) and its complex
conjugate z; = —iU %, together with Eqgs. (4.108) and (4.103) to obtain that

(4.142) i(ft—zt)zRf/JrRV:VJrY.
Zu Zu, Zu Zu
Eq. (4.138) and its complex conjugate imply that
1- u
V=sR-1)=s—2",
(4.143) Zu

_ _ 1—2z
V=s(R-1)=s “u

Zu
which allows to exclude V and V from Eq. (4.142) resulting in the closed equation
for z as

(4.144) 1(Zezy — 2¢20) = 8(2 — 24 — Zu)-

A change of variables z = G — ist in Eq. (4.144) results in the Laplace growth
equation (LGE) given by [Zub00, Zub02, Zub08a]

(4.145) Im (G,Gy) = —s.

LGE is integrable in a sense of the existence of infinite number of integrals of
motion and its relation to the dispersionless limit of the integrable Toda hierarchy
[MWWZ00].

One can also mention that LGE was derived as the approximation of Hele-Shaw
flow (the ideal fluid pushed through a viscous fluid in a narrow gap between two
parallel plates), see Refs. [PK45, Gal45, SB84, How86, BKL 186, MWD94|.
Also Ref. [Cro00b] found that exact solutions for free-surface Euler flows with
surface tension (such as Crapper’s classic capillary water wave solutions [Cra57]
and solutions of Refs. [Tan96, Cro00a, Cro99]) are related to steady solutions
of Hele-Shaw flows (with non-zero surface tension).

The reduction (4.140) also results in LGE by the trivial change of sign in Eq.
(4.264). Similar to the case 8 = —s? < 0 above, the existence of infinite number
of solutions for the reductions (4.138) and (4.140) in the case 3 = s? > 0 does
not imply that one can obtain the explicit solution of the general Eqgs. (4.126) and
(4.127) because a linear superposition of solutions of the corresponding LGEs is not
generally a solution of Egs. (4.126) and (4.127). Nevertheless, we make a conjecture
that the full system Eqs. (4.108),(4.110),(4.126) and (4.127) is integrable both for
B <0and 5> 0.

We derived the non-canonical Hamiltonian system (4.79) which is equivalent
to the Euler equation with a free surface for general multi-valued parameterization
of surface by the conformal transformation (4.36). This generalizes the canonical
Hamiltonian system (4.23) of Ref. [Zak68] which is valid only for single-valued
surface parameterization. The Hamiltonian coincide with the total energy (kinetic
plus potential energy) of the ideal fluid in the gravitational field with the surface
tension. A non-canonical Hamiltonian system (4.79) can be written in terms of
Poisson mechanics (4.85) with the non-degenerate Poisson bracket (4.84), i.e. it
does not have any Casimir invariant. That bracket is identically zero between any
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two functionals of the canonical transformation (4.36). In future work we plan to
focus on finding of integrals of motion which are functional of that conformal map
only so they will commute with each other which might be a sign of the complete
integrability of the Hamiltonian system (4.79). It was conjectured in Ref. [DZ94b]
that the system (4.23) is completely integrable at least for the case of the zero
surface tension. Since then the arguments pro and contra were presented, see e.g.
Ref. [DKZ13]. Thus this question of possible integrability is still open and very
important.

We also reformulated the Hamiltonian system (4.79) in the complex form which
is convenient to analyze the dynamics in terms of analytical continuation of solu-
tions into the upper complex half-plane. A full knowledge of such singularities
would provide a complete description of the free surface hydrodynamics and corre-
sponding Riemann surfaces as was e.g. demonstrated on the particular example of
Stokes wave in Ref. [Lus16].

Additionally, we analyzed the generalized hydrodynamics with multiple appli-
cations ranging from dielectric fluid with free surface in the electric field to the two
fluid hydrodynamics of superfluid Helium. In that case we identified powerful re-
ductions which allowed to find general classes of particular solutions. We conjecture
that the generalized hydrodynamics might be completely integrable.

Extension of 2D results of this paper into 3D is beyond the scope of this work.
We only note that the Hamiltonian Eqs. (4.23) for single-valued parameterization
are valid in 3D also [Zak68]. Also multi-valued parametrization can be extended
into 3D provided the variation of waves is slow in the third dimension as shown in
Ref. [Rub05].

4.2.4. Projectors to functions analytic in upper and lower complex
half-planes. This appendix justifies the definitions (4.66) of the projector opera-
tors P as well as provides a derivation of Eqgs. (4.41) and (4.42). The Sokhotskii-
Plemelj theorem (see e.g. [Gak66, PMO8]) results in

[ aw)dd 7 gdd
(4.146) / 7wt PV i irq(u) = mHq — irq(u),

T q(u')du' 7 q(u')du' . T
(4.147) / v il AN +imq(u) = 7Hq + imq(u),

where we used the definition (4.39) and i0 means ie, ¢ — 07. Here ¢(u) € C,
q(u) — 0 for u — =£oo, as well as we assumed that ¢(u) is Holder continuous
function, ie. |g(u) — g(u’)] < Clu — o/|7 for any real u, v’ and constants C' > 0,
0<vy< 1.
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The non-zero limit g(u) — go = const at u — +oo can be also considered, where
qo € C. To ensure a finite value of Hq in (4.147), we assume that a decay condition

(4.148) lg(w) — qo| < Alu|™™

holds for u — +oo with the constant values v; > 0 and A > 0. However, the
decaying boundary conditions (1.2) and (1.7) imply that go = 0 in our case. The
Hélder continuity requirement (see e.g. [Tit48, Gak66, Pan96]). E.g., instead
of the Holder continuity one can assume that ¢ € LP then 7:lq € LP for any p €

. 1/p
(1,00) with ||q||zr = (f_oo |q(u)|pdu) . The condition ¢ € L? is sufficient for

the existence of the inverse of H such that 7:[211 = —q almost everywhere. The
Hilbert transform can be also considered for bounded almost everywhere functions
¢ € L* which implies that Hg belongs to the bounded mean oscillation (BMO)
classes of functions [Fef71, FS72]. However, Holder continuity requirement and
the decay condition (4.148) are typically sufficient for our purposes as well as they
ensures that 7:[2q = —q pointwise. E.g. a singularity of a limiting Stokes wave
oc u?/3 [Sto80] corresponds to v = 2/3. The limiting standing wave is expected to
have a singularity with v = 1/2 [PP52, Gra73, Willl]. Generally in this paper,
q(u) is formed from functions analytic at the real line w = w and their complex
conjugates. It implies that typically v = 1. Only in exceptional cases, complex
singularities reach w = u from w € C implying that v < 1 as for the limiting Stokes
wave and limiting standing wave.
Using Eqs. (4.146) and (4.147), we rewrite Eq. (4.66) as follows

(4.149)

o0 o0
- 1 s 1 qu)du’ 1 1 q(u’)du
Prg==(1 N AR LC T L S B (GO L
¢ =5 FiH)g =45 p.y / a3 27ri/u'—uq:io

Extending u into the complex plane of w in Eqs. (4.149) either in C* or in C~ (one
can also interpret that as closing complex integration contours in C* or in C™) we
obtain that

(4.150) gt =P7q
is analytic in CT and
(4.151) ¢ =P ¢

is analytic in C~ such that ¢ (u) — 0 for u — #o0. Using Eqs. (4.149)-(4.151) we
obtain that

(4.152) q=q" +q .

Egs. (4.150)-(4.152) justify the definition (4.66) of P* as the projector operators
as well as Eq. (4.67) if we keep in mind that ¢ = 0 for all functions of interest
because of the decaying boundary conditions (4.2) and (4.7). We note that Eqgs.
(4.68) can be also immediately obtained by plugging Eq. (4.152) into Eqgs. (4.149)
and moving integration contour from the real line u = w either upwards into CT
or downwards into C~.

Assume that ¢(w) is the analytic function for w € C~, i.e. ¢ = 0 in Eq.
(4.152). Moving the integration contour in Eq. (4.147) from the real line u = w
downwards into C~ implies the zero value of the integral. Then taking the real and
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imaginary parts of r.h.s. of Eq. (4.147), i.e. setting Hq + irq(u) = 0, results in the
relations between real and imaginary parts of ¢ at the real line w = u as follows
([Hilo5])

(4.153) HRe(q) = Im(q), HIm(q) = —Re(q).

We also notice that Egs. (4.41) and (4.42) are obtained from Egs. (4.153) if we set
either q(w,t) = z(w,t) —w or ¢ = II(w, t) which ensures that ¢(w, t) is analytic for
we C™.

Another view of the projector operators P¥ can be obtained if we use the
Fourier transform (FT)

1

(4.154) qr = i / q(u) exp (—iku) du

— 00

and introduce the splitting of g(u) as

(4.155) q(u) = " (u) + ¢~ (u),
where
(4.156) gt (w) = (27r1)1/2 O/qk exp (ikw) dk

is the analytical (holomorphic) function in C* and

0
(4.157) q (w) = W / qr exp (ikw) dk

is the analytical function in C~. Here we assume that the inverse FT,

F ) (u) = ﬁ / qr, exp (iku) dk,

equals almost everywhere to g(u) for real values of w. This is valid e.g. if g(u)
belongs to both L! (absolutely integrable) and L? (square integrable) classes (see
e.g. Ref. [Rud86]). If the function ¢(w) is analytic in C~ then g(w) is analytic in
C™ as also seen from equations (4.155)-(4.157).

(*: — — — — — — ::*)

4.3. Short branch cut approximation and square root singularity
solutions

In this section we derive the dynamical equations of the short branch cut ap-
proximation and establish their integrability in characteristics in subsection 4.3.1
as well as provide particular solutions in subsection 4.3.2.



202 4. SURFACE DYNAMICS IN CONFORMAL VARIABLES

4.3.1. Short branch cut approximation. Consider the branch cut v con-
necting branch points at w = a(t) € C* and w = b(t) € C*. The branch cut
is called short one if its distance to the real axis, min(|Im(a)l|,|Im(b)|), is large
compared with |a — b|. Tt allows to define a small parameter € as follows

(4.158) € = |a — b|/ min(|Im(a)|, [ Im()|) < 1.

We neglect other singularities/branch cuts in R and V' by assuming that they
either identically zero or give small contribution at the real axis w = u. Then we
define

(4.159)

b
Viwt) = / V(w',t)dw 7

w—w'
a

where R(w’,t) and V (w',t) are densities along branch cut such that the jump of R
across branch cut at w = w' is 2riR(w’, ) and similar the jump for V is 27iV (w’, 1)
as follows from the Sokhotskii-Plemelj theorem (see e.g. [Gak66, PMO8]). In-
tegration in Eqs. (4.159) is taken over any contour which is a simple arc in C*
connecting w = a and w = b. This contour defines a branch cut. There is a freedom
in choice of that branch cut connecting two branch points w = a and w = b. We
however assume that the arclength of the branch cut is of the same order of magni-
tude as |a — b|, i.e. that arclength is not very much different from the length of the
segment of the straight line connecting w = a and w = b. Also R(w’,t) and V (w’, t)
are assumed to be the continuous functions of w’. Also R(w',t) and V(w',t) can
be zero at some parts of the contour. The functions R and V are given by

(4.160)

with the contour 4 connecting w = @ and w = b being the reflection of the contour
of Eq. (4.159) with respect to the real axis w = Re(w).

Functions U(w,t) and B(w,t) can be rewritten as
U= RV + RV — PT(RV + RV),
(4.161) L
B=VV - Pt (VV),

where we used the definition (4.66) to represent P~ as P~ =1— P*. Because Pt f
is analytic for w € C* for any function f, as well as both R and V are analytic for
w € CT according to the definition (4.63), we conclude from Eq. (4.161) that both
U and B have a branch cut v connecting w = a and w = b inherited from branch
cut of R and V. Then similar to Eqgs. (4.159), we represent U(w,t) and B(w,t)
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through the integrals of the densities U(w’,t) and B(w',t) along the branch cut as

b

0w, t)dw’

vl = [ S
b .

B(w,t) :/M

(4.162)

w—w'
a

Using Egs. (4.159) and (4.160), a calculation of the projectors in the definitions
(4.242) is performed through the partial fractions as follows

b
1 1
P (R—1)V] = // (w t (@', t)dw" dw’

Nw —w')

=P

w! — w! —w”  w—w

)V (@', t)dw dw R, ”td
(4.163) // w_?w @’ - / (w”, )V (w",t) 7
w” —w

where at the last line we used the definition (4.160). Similar to Eq. (4.163), one
obtains that

R(w' )XZ/Ew,t)dw”dzD' <w 1 1 >

SJ Q\@
‘\v\

(4.164) P [(R-1)V] =

N /b V(" H[R(w", t) — 1]duw”

and

b _
- 7] :/V(w DV (", t)dw”

a

(4.165) B(w, t) =

Eqgs. (4.242),(4.162)-(4.165) result in

(4.166) Ulw,t) = V(w,t)R(w,t) + R(w, t)V (w,)
and
(4.167) B(w,t) = V(w, )V (w,t),

where w € 7.

The functions R(w,t) and V (w,t) are analytic for w ¢ 4 including w € C* and
they are represented by the convergent Taylor series in the open disk |w —wg| < 74
with wgy € 7. The radius of convergence 74 is given by distance from wq to 7. For
the short branch cut rq ~ 2]a| > |b — a|. Without the loss of generality we assume
that the center of branch cut is located at the imaginary axis, i.e. Re(a +b) =0
and choose wy € 7y to be also at the imaginary axis, Re(wp) = 0. E.g. for the
simplest choice of branch cut v to be the segment of straight line connecting w = a
and w = b, we then obtain that

(4.168) wo = (a+b)/2.
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In the short branch cut approximation (4.158) we keep only zeroth order terms in
Taylor series for R(w,t) and V(w,t) and denote

(4.169) R.(t) = R(wo(t),t) and V.(t) = V(wp(t),t).
Using Egs. (4.162),(4.166)-(4.169) we then obtain in that approximation that
(4.170) U=RV.+RV -V, B=VJV.

More accurate approximation for U and B can be obtained from Eqs. (4.162),(4.166)-
(4.169) by taking into account more terms in Taylor series of R(w,t) and V(w,t)
at w = wo beyond Eq. (4.169). For instance, by keeping linear terms,

R(w,t) ~ R.(t) + (w — wo(t))R., R.L= 0 R(w,t)

% W =W ’
(4.171) 5 =
V(w,t) = Ve(t) + (w —wo () VY, Vi = 5-V(w,t) ;

we obtain a modification of Eq. (4.170) as U — U + AU and B — B+ AB, where

wiry VS —(R)V! + (V)R + (w — wo)[V (w, 1) R, + (R(w, t) = )V].
' AB = —~(V)V! + (w — wo)V (w,0)V.

Here (R) = f: R(w)dw and (V) = f: V(w)dw. The short branch cut approxima-
tion requires that both

(4.173) IAU| < |U| and |AB| < |B.

Qualitatively it implies that singularities in R and V' must not be too strong. E.g.,
if a singularity in R is stronger than in V, as studied in [DDLZ19], then these
conditions require that |Im(a)V/R| < |R.V|. We note that the limit of infinitely
short branch cut recovers pole solutions of [DDLZ19].

Any approximation of R(w,t) and V (w,t) in Egs. (4.166),(4.167) by polynomi-
als in powers of w — wp turns Dyachenko Eqs. (4.241)-(4.243) into hyperbolic-type
PDE with variable coefficients both in ¢ and w. In the simplest case of zeroth or-
der polynomials, Eqs. (4.241)-(4.243), (4.170) and conditions (4.173) result in the
dynamical equations of the short branch cut approximation,

R, +iV,R, = iR.(VR, — V,R),
Vi +iV.V, =iR.VV, + g(R — 1),

which have variable coefficients R.(t) and V,(¢) in ¢t only. A more general case of
the higher order polynomials, i.e. going beyond the short branch cut approxima-
tion implying variable coefficients in w (as exemplified in Eqgs. (4.171)), will be
considered in the separate paper.

In the complex moving frame,

(4.174)

¢
(4.175) X=w— i/VC(t’)dt'7
0

we obtain from Eqs. (4.174), that
R, =iR.(VR, — VyR),
Vi =iR V'V, + g(R —1),

where the space derivative is over a new independent variable x.

(4.176)
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We now neglect the term with g in Eq. (4.176), resulting in
(4.177) R, =iR.(VR, — VyR),
(4.178) Vi =1iR.VVy,

which is justified either if ¢ = 0 or |R — 1| < 1. This second condition implies that
the free surface is initially nearly flat (this approximation applies only for small
enough time while the condition |R — 1| < 1 remains valid).

Eq. (4.178) is decoupled from Eq. (4.177) and turns into the complex Hopf
equation

(4.179) V. =VV,

under the transformation to the new complex time

(4.180) T(t) =1 / R.(tdt'

and the respectively redefined Eq. (4.175) as

(4.181) X=w-— / de’.

Under the same transformation (4.180) and (4.181), Eq. (4.177) turns into
(4.182) R. =VR, — VR,

which is convenient to transform back from R (4.103) to z which gives
(4.183) 2y = Vz, + c(7).

Eq. (4.183) ensures that Eq. (4.182) is valid for the arbitrary function ¢(7) of 7. To
fix that freedom in the choice of ¢(7), we have, similar to the discussion after Eq.
(??) in Section ?7?, to take into account the decaying BCs (??) and (?7?). Using the
definitions (4.180) and (4.181), we obtain that a change of independent variables
from (x,7) to (w,t) in Eq. (4.186) results in

Ve
iZtC + Ezw = Vzy + c(7(t)).
Taking the limit w = u, u — 00, one obtains from Eq. (4.184) and BCs (?7?),
(??) that

(4.184)

v,
4.185 = —
(1.185) o) = 7,
Respectively, Eq. (4.183) is reduced to
Ve
4.186 Va4 2o
( ) z Zy + R,

Eqgs. (4.179) and (4.186) are easily integrable. Assume that F'(w) and G(w)
are arbitrary functions analytic for w € C~ such that F(w) — 0 as w — oo and



206 4. SURFACE DYNAMICS IN CONFORMAL VARIABLES

G(w) — w as w — oo. Then a general solution of system (4.179) and (4.186) is
given by

(4.187) V = F(xo),

(4.188) z=Guw+/d#Mﬂ
0

where the function xo(x,7) is determined by the solution of the implicit equation

(4.189) X = Xo — F(xo)T
and
[ irnar — [ Ve 4
(4.190) e(rhdr’ = Sdr
[

as follows from Eq. (4.185).

Egs. (4.187) and (4.189) define a parametric representation of a Riemann
surface I'y (w). If F(xo) is the rational function then I'y (w) has genus zero at the
initial time ¢t = 0 (see e.g. Ref. [DFN85] for definition of genus of surface). For
t > 0, branch points emerge in 'y (w) thus making genus nonzero. Branch points
on the surface T'y are zeros of the derivative d‘% =1— F'(x0)r. Generally, these
zeros are simple. Assume such zero to be located at xo = x.. Then one can write
that x = (xo — Xx¢)?h(x0) implying a square root branch point on I'y; (one can solve
that implicit equation for yo(x) to see that). Here h(xo) is the analytic function
of xo at xo = xe such that h(x.) # 0. A number of such branch points (and,
respectively, the number of sheets of I'y(w)) can be arbitrary large depending on
the rational function F'(xp).

A pair of Egs. (4.187) and (4.188) give a parametric representation of the “phys-
ical” Riemann surface G(z). This surface is not changing with time meaning that
a velocity field of the fantom fluid defined in Ref. [DDLZ19] is time-independent.
This fact additionally shows that the short branch cut approximation has only a
limited range of applicability.

4.3.2. Particular solutions. According to Refs. [DDLZ19, LZ20], Eq.
(4.187) does not allow decaying at w — oo solution in terms of rational functions
for ¢t > 0 because any Nth order pole in V immediately results in the 2N + 1 order
pole term in the right-hand side (r.h.s.) of Eq. (4.187) which cannot be balanced
by the maximum N + 1 pole order term in L.h.s. of Eq (4.187). Assume that

A
(4.191) Flw) = = V],

w — Qg

where A and ag are the complex constants such that ag € CT. This initial condition
has a pole at w = ag. Then solving Eqgs. (4.189) and (4.191) for xo, we obtain that

:X+a():t (x —ao)?
2 4

which has two square root branch points at

(4.193) X = ag £ V4AT.

— ATt

(4.192) X0
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We choose a branch cut to be the straight line segment of length |2v/4A7| connecting
two branch points (4.193).
Eqs. (4.180),(4.181),(4.187),(4.189)-(4.192) result in

1 —a
(4.194) (xo)x = 5 + —=—
4 (X—Zo) — Ar
and
—924 ~ap— “a0)? —4A4
(4.195) V= _X= a0 = VX =) T

_Xfa0+\/(X*a0)2f4AT_ 2T ’

where the branch of the square root |/~ is chosen to have (x —ap)? = x —ag
thus satisfying the initial condition (4.191).

The length of the branch cut according to (4.193) is increasing with time as
2v/4 A7 and the solution (4.195) remains valid while the short cut approximation
(4.158) is valid, i.e.

(4.196) 12V4A7| < |Im(ao)|.

That condition can be generalized by taking into account Eqgs. (4.180) and (4.181).
Eq. (4.188) for z depends on the arbitrary function G(xo) so we can immedi-
ately construct the infinite set of solutions for z. E.g., choosing

(4.197) G(&) =& for any € € C,
we obtain from Eq. (4.188) and (4.192) that
_x+ao [ —a0? ]wvw,
(4.198) p=o—+ 1 AT+ Ro(7) dr
0

with the same choice of the branch of square root as in Eq. (4.195). Below in this
section we always assume the same choice of the root. Using the definition (4.103)
we obtain from Eq. (4.192) that

1
4.199 R=—+——————.
(199) (0o 0]
Egs. (4.197)-(4.199) result in

(4.200)
2O aP AT _ VO el AT (- a0 - i~ o~ i)

X~ a0+ /x - — 1A 2ir

This case corresponds to R|;—¢ = 1, which is the initially flat free surface evolving
from the initial velocity distribution (4.191). A solution with such initial condition
was first studied in Ref. [KSZ93, KSZ94] in the approximation of weak nonlinear-
ity. It follows from Eq. (4.193) that one of two branch points reaches the real line
w = Re(w) in a finite time for a general complex value of the complex constant A
(the only exception is A > 0 when both branch cuts move horizontally parallel to
the real line). It means a formation of singularity on the free surface. However,
well before that the condition (4.158) of the applicability of the short branch cut
approximation is violated as the lower branch point approaches the real line. In
Section 4.3.4 we discuss such type of solution in details for the periodic boundary
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conditions and compare it with the full numerical solution of Euler equations in-
dicating that the singularity in full equations does reach the real line in a finite
time.

We now convert the solution (4.193) for the location of branch points into w
plane and the physical time ¢. The location of wg(t) (4.168) is determined by taking
the midpoint

(4.201) Xmid = G0
between the two branch points (4.193) and after that using the definitions (4.180)

and (4.181) to shift x by [ Xz((i((:/,)))) d7’ to return from the independent variable
0

to w. It gives that

[Vt
4.202 t) = ——Ldr.
(1202) at) =ao+ | F e
0
For z we use the initial condition (4.197) so that
(4.203) R(w,t)|t=0 = 1.
In the simplest approximation of Eqs. (4.180) and (4.181), we set
At
(4.204) x~w—iV.(0)t =w+1i —
apg — Qo
and
(4.205) 7~ iR (0) =it

where we used Eqs. (4.180),(4.191),(4.193),(4.202) and (4.203).
Using Eqgs. (4.169),(4.193),(4.204) and (4.205), we obtain the approximate
positions of branch points in w as follows
At
ag — ag ’

(4.206) w=wy ~ ag £+ VAALL — i

It is shown in Section 4.3.4 that the periodic boundary conditions version of equa-
tion (4.206) is accurate for the values of ¢ well below the applicability condition
(4.196) of the short branch cut approximation. Thus it might be sufficient in many
practical calculations to use Eq. (4.206) instead of more accurate evaluations of
integrals in Eqgs. (4.180) and (4.181).

As another particular initial shape of surface we choose that

(4.207) G(&) =&+ Blogl¢ — C] for any £ € C with  C # ag and Im(C) > 0,

where B and C are complex constants. We note that Eq. (4.207) does not satisfy BC
(?7). That asymptotic deficiency can be fixed if we add the extra term —Blog[¢ —
C1], Im(C1) > 0 in r.hus. of Eq. (4.207) which is however beyond the scope of that
paper. Respective, by ignoring such fix we also neglect the last term in r.h.s. of
Eq. (4.188). Then Eqgs. (4.188) and (4.207) imply that at any moment of time T,

(4.208) z=Xo(x,7) + Blog[xo(x,7) — CJ,
where xo(x, 7) is given by Eq. (4.192).
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Respectively, using Eq. (4.199), we obtain from Eq. (4.208) that

1 xo—C 1 ( B )
4.209 R— _ 1
( ) (xo)x xo—C+B  (xo0)x Xo—C+ B

and

(4.210) 2z = (Xo)x (1 + Xolj c) .

We note that Eq. (4.207) has the branch cut which extends to the complex
infinity. However, the corresponding R at ¢ = 0 has only the pose singularity, see
Eq.(4.209). Thus the short branch cut approximation remains valid for the initial
condition (4.207) at least for small enough ¢.

If C # ag then it follows from Eq. (4.207) that the function z, has a simple
pole at xo = C. Using Eq. (4.192), we then obtain that a trajectory of motion of
that pole in x plane is given by

AT
apg — C '
It follows from Eq. (4.210) that the residue of z, at that point is the integral of
motion in x plane, which is exactly equal to the constant B.
In a similar way, the function R in Eq. (4.209) has a simple pole at xg = C— B
provided C' — B # ag. A trajectory of motion of that pole in x plane is given by

(4.211) x=0C-—

AT
ag—C+ B ’
However, the residue of that pole is not a constant of motion. We notice V is
regular at xg = C' — B (because we assumed C' — B # ag) at least for small enough
time. Such local solution (with the pole in R and no pole in V') is compatible with
the analysis of [DDLZ19, LZ20] of the system (4.241)-(4.243), where solutions
with the pole in both R and V' was excluded while a solution with the pole in R
only was allowed.

Another particular case is to set

(4.212) x=C-B-

B
(4.213) R(w,t =0) = —— = R|,_o,

w — Qg

where Bj is the complex constant. This initial condition has a pole at the same
w = ag as the initial pole in V defined in Eq. (4.191). Then Egs. (4.197)-(4.199)
result in

4B1 (X — a0)2 —4AT
(x —ao++/(x —ag)? — 4A7)2
2
Biv/(x —ag)? — 4At (X —ag—+/(x —ag)?— 4A7')
4A272 '
The particular solution (4.195),(4.214) recovers the asymptotic result of Ref. [Tan93]
(Case (a) of Section 4 of that Ref.) obtained in that Ref. by the matched asymptotic
expansions at ¢t — 0.

Eq. (4.214) makes sense locally near the pole position but cannot be valid
globally because R must approach 1 as w — oco. So we provided that case only for

R:

(4.214) =
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the exact comparison with Ref. [Tan93]. We however can easily fix that deficiency
through the replacement of Eq. (4.213) by

B
(4.215) R(w,t =0) =14 —— = R|,—q.
w — ag
Using Eq. (4.103) we then obtain that
(4.216) z(w,t =0) = w — By log(w — ag + B1)
and, using Eqs. (4.188),(4.192), that
(4.217)
— a2 _ — )2
= X;ao e 4%) — A7 — By log (X 2a° e 4“0) AT+Bl) .

Differentiating Eq. (4.217) over w and using Eq. (4.103) results in

R— 2\/()(—00)2—414’7'(231+X—a0+\/(x—a0)2—414’7')
(— a0 + (X — 00?4472

(4.218)
VX = a0 = HA7 2By + x a0 + v/ = a0l = 147) (x — a0 — X~ a0 447

N 8A272
Eq. (4.214) is recovered from Eq. (4.218) in the limit By — oo.

We note that in all particular cases (4.200), (4.214) and (4.218), the series
expansion at any of two branch points (4.193) shows that R = 0 at these points,
which is in the perfect agreement with the analytical results of Ref. [LZ20]. We
also remind that all these particular cases share the same V from Eq. (4.195).

To express V and R in all these cases in terms of w and ¢ requires to find
expression of x and 7 through w and ¢ using Eqgs. (4.180) and (4.181). For that
one can use definitions (4.169) with yo determined in terms of y through Eq.
(4.193). After that a general condition (4.158) can be also verified. We note that
all particular examples above correspond to the moving branch points according to
Eq. (4.193). It implies that the condition (4.158) is violated at large times so the
short branch cut approximation is valid in all these particular cases only for a finite
duration of time.

The second sheet of Riemann surface I'y, corresponds to the opposite choice of
sign in Eq. (4.192). Tt means that we have to change the sign in front of each square
root in Eqgs. (4.195),(4.200),(4.214) and Eq. (4.218). It immediately implies that
V — oo and R — oo as x — oo in all these equations for the second (nonphysical)
sheet of Riemann surface.

In all particular examples of this Section, the functions V and R are analytic
functions of /(x —ag)? —4Ar, i.e. they are analytic in two sheets of Riemann
surface of w. This fact is the result of the approximation (4.174) effectively assuming
that both V and R are constant on the branch cut. Going beyond that short cut
approximation, we expect that V' and R can be analytically continued into a much
more complicated Riemann surfaces I'y(w) and I'p(w) with the unknown total
number of sheets. Our experience with the Stokes wave in Ref. [Lus16] suggests
that generally the number of sheets is infinite. Some exceptional cases like found
in Refs. [KZ14, ZK18] have only a finite number of sheets of Riemann surface
(these solutions however have diverging values of V and R at w — o0). We suggest
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that the detailed study of such many- and infinite-sheet Riemann surfaces is one
of the most important goal in free surface hydrodynamics. This topic is however
beyond the scope of this paper. We also notice that even in the simplest considered
case (4.191), the function R can have the arbitrary number of additional poles and
branch points depending on the choice of the function G(xo) in Eq. (4.187) instead
of particular cases considered in this Section.

4.3.3. Short branch cut approximation and square root singularity
solutions for the periodic case. In this section we extend the results of Section
4.3 into the 27-periodic boundary conditions (?7?) instead of the decaying boundary
conditions (?7?) used in Section 4.3. In that periodic case, instead of a single branch
cut connecting branch points at w = a(t) € C* and w = b(t) € C* of Section 4.3,
we consider the periodic sum of branch cuts and use the identity

o0

1
(4.219) Z o= 7 cot Ta.
n+a

n=—oo

Then taking the sum over branch cuts amounts to replacing w—w’ by (1/2) tan [(w — w’) /2]
in the denominators of Eq. (4.159) and all other similar expressions. In particular,
Eq. (4.159) is replaced by

b
1 / /
Rlw,t) —1 =~ M’
2 tan “5-
(4.220) .
1 [ V(w,t)dw
Vo= 1 [ T
2 tan YW

2
a

Eq. (4.160) is replaced by

E ~
1 R(w’ tdw
R )—1=-—
( 2/ tan &
(4.221)
w tdw

I\D\ —
\Q‘I
<1|

and Eq. (4.162) is replaced by

b oo
U(w,t):l/U(w’t)dw

2/ tanug¥
(4.222) ¢
B(w',t)d
Bluw,t) = M.
2 ) tanegw

a

Instead of the partial fractions used in Eq. (4.163), it is more convenient to
use the integral representation of the projector P~ (4.66) for the periodic functions
(see e.g. Ref. [LDS17]) which follows from Eq. (4.39) and the Sokhotskii-Plemelj
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theorem (see e.g. [Gak66, PMO8|) giving that

P 1 fu)du
4.223 = -
( ) 27'['1 :z: / u —u + 10 + 27mn 47 tan “%"H"lo

—T

where i0 means ie, ¢ — 07 and we used the identity (4.219).

Using Egs. (4.220), (4.221) and (4.222), a calculation of the projectors in
the definitions (4.242) is performed through moving the integration contour from
(—m,7) to (—m —ioco, ™ —ico) together with the identity tan(—ico) = —i which give
that

N _ 1. ,t)dw” dw
P [(R-1)V] =-P~ // (@, t)dw"du’
4 tan tanw2“’

b b
B V(' t)dw”du‘)'du’
- 167‘(’1 u’ w tan ﬁ)’ tan u’—120+i0

b b =
1 / / R(w", )V (@, t)dw"dw’ [ —1 1 1
4 J 1 2 tan L=2” tan @ 2“’ tan 7“’ w” tan & 2“’
b E ~ =~ // 1"
_ 1 / / R(w" )V (@', t)dw"dw’ (-1 1 tan 2597 — tan L=
4/ ) 1 2 tan®5% | tan 257 tan DSY

»MH

b =
// R(w",t) V (o', t)dw"” dw’ l—i— 1
2 |tan 2527 tan Lo
(4.224)

1 / / R(w",t) f/w )duda’ | / / w”t ', t)dw dw’
tan ¥ tan L2

where we used the following trigonometric identity

1+ tanatanb

t(a—b) =
cot (a ) tana — tanb

@ —w” b w—w' w —IU

with a = and a — b=
Now using the definitions (4.220) and (4 221) in Eq. (4.224), we obtain that

(4.225)

P [(R— 1)‘7] = —%[R(—ioo,t) _ ] IOO t /R w” t )d |

where at the first term in r.h.s. of Eq. (4. 224) we take appropriate limits to use
the analyticity of R and V as follows: tan ¥ — —ico as w — —ioco in the first
Eq. (4.220) tan » 2@' — ioo as w — ico in the second Eq. (4.221).

)
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Similar to Eq. (4.225), one obtains that

(4.226)
b . _
1 "oy 7 — 11dw”
P~ [(R—1)V] = —=[R(ico, t) — 1]V (~ioo t)+7/v(w R, 6) = Ldw
2 tan “=—
and
(4.227)
b
~ ~ _ 1 - 1 " t " \dw
B(w,t) =P~ [VV] = i[V(loo,t)] —ioco, t) + 5/ (w www” )
We obtain from Eqgs. (4.63) and (7?) that
(4.228) R(—ioo,t) — 1 = R(ico,t) — 1 = V(ico,t)] = V(—ioco,t) = 0.

Then Egs. (4.242),(4.222)-(4.165) and (4.228) result in the same Eqs. (4.166) and
(4.167) as for the decaying BCs case (??) considered in Section 4.3.

Similar to Section 4.3, we consider the short branch cut approximation for
the periodic case recovering exactly the same Eqs. as (4.169)-(4.184). The only
difference in addressing these equations in comparison with Section 4.3 is to use
the periodic BC (?7?). Respectively, instead of Eq. (4.185), we have to use the
conditions (??) and (4.35) to determine c(7).

As a particular example, we assume a periodic initial condition

A iA
(4.229) F(w) = ~Stmn ST + > = V|r=o,

where A and ay are complex constants such that ag € CT. This initial condition is
the periodic analog of Eq. (4.191) with the extra constant term 2 added to make
sure that V' — 0 at Im(w) — —ioo, i.e. the decay of the velocity deep inside fluid.
This initial condition has poles at w = ag + 2mn, n = 0,£1,£2,.... In contrast
with Eqgs. (4.189) and (4.191), Eqgs. (4.189) and (4.229) cannot be explicitly solved
for xo. Thus Eqs. (4.187)-(4.189) provide only the implicit form of the solution for
the initial condition (4.229). Note that ¢(7) in this section is generally not given
by Eq. (4.185) but is determined the conditions (??) and (4.35).

We can still explicitly obtain that the locations of square root branch points if

we differentiate Eq. (4.189) over x resulting in

dF(xo) ]
-
dxo

and notice (xo)y is singular at the square root branch points (see e.g. Eq. (4.194)
in the non-periodic case). It implies from Eq. (4.230) that

dF(xo)

dxo
at each branch point. Solving Eq. (4.231) we obtain the location of branch point
in o variable as follows

(4.230) 1= (xo0)x [1 n

T=0

(4.231) 1+

VA
4.232 X0 = X0.+ = ag * 2arcsin vaoT +2mn, n=0,£1,£2,....
' 2
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Then using Egs. (4.229) ,(4.231) and (4.232) we obtain that the square root
branch points are located at

(4.233)
1AT

1 VA
X =Xa = ag——5-£ | 3VATVE— AT + 2arcsin <27> 12mn, no=0,+1,42, .. ..

Eq. (4.193) is recovered from Eq. (4.233) at the leading order O(7'/2) for A7 — 0

and n = 0. Similar to Eq. (4.193), we choose a branch cut to be the straight

line segment of length |V AT7v4 — AT + 4 arcsin (‘/’QTT) | connecting the two branch

points (4.233). The location of wg(t) (4.168) is determined by taking the midpoint
1A

(4.234) Xmid = Qo — 177

between the two branch points (4.233) and after that using the definitions (4.180)

and (4.181) to shift y by [ Ul
0

’

,)))) d7’ to return from the independent variable x

Re(t(
to w. It gives that
Ve(t(7))

iAT r ( ,
(4.235) wo(t) = ag — —— + [ = dr.
2 / )

For z we use the initial condition (4.197) so that

(4.236) R(w,t)|t=0 = 1.

The length of the branch cut is increasing with time as oc /7 at v/ AT accord-
ing to (4.233) and the solution (4.195) remains valid at least while the short cut
approximation (4.158) is valid, i.e.

(4.237) 12V4AT| < |Im(ag)).

For comparison with simulations one has to return from the independent vari-
ables 7 and x to the original variables ¢t and w using Egs. (4.180) and (4.181). In
the simplest approximation of Eqgs. (4.180) and (4.181), we set
(4.238)

. . A iA . A iA
2 tan = weagt=0 2 tan s
and
(4.239) T ~1R.(0)t =it.

where we used Eqs. (4.180),(4.193),(4.229),(4.235) and (4.236).

Using Eqgs. (4.169),(4.233),(4.238) and (4.239), we obtain the approximate
positions of branch points in w as follows
A B iA] A

wW=w+>~ay+1i|—— —
* 0 [ 2 tan “05%0 2

2
(4.240)

+

5 +2mn, n=0,£1,£2,....

%\/Ait\/4 —Ait + 2arcsin ( v Alt)
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For the precise location of branch points instead of the approximation (4.240),
we have to find the dependence of 7 on t and x on w and ¢ using Egs. (4.180)
and (4.181) together with the definitions (4.169) and Eq. (4.235). These equations
are implicit ones. Also one has to find xo(x,7) from the implicit Egs. (4.189) and
(4.229) to be able to use Eqgs. (4.187) and (4.188) for finding V. and R, from the
definitions (4.169).

Similar to the solutions of Section 4.3, the particular solutions considered in
this section also have the moving branch points according to Eq. (4.233). It follows
from Eq. (4.193) that one of two branch points reaches the real line w = Re(w)
in a finite time for a general complex value of the complex constant A. It means a
formation of singularity on the free surface. However, well before that the condition
(4.158) of the applicability of the short branch cut approximation is violated as the
lower branch point approaches the real line.

Similar to the discussion in Section 4.3, one can find a wide range of particular
solutions for the periodic case of this section based on the general solutions (4.187)
and (4.188).

4.3.4. Comparison of short branch cut approximation with full nu-
merical solution. In this section we compare the short branch cut approximation
described in the Section 4.3.3 with the full numerical solution of the system

(4.241) %—Jf =i(UR, — RU,),
(4.242) U=P (RV+RV), B=P (VV),
(4.243) %‘; =i[UV, — RB,] + g(R — 1),

satisfying the initial conditions (4.229) and (4.236). We assume that there is no
gravity (g = 0). Both functions z(w,t) and II(w, t) are recovered from the variables
R and V by means of the relations (4.103) and (4.104), where we assume zero mean
fluid (4.35) is at zero.

These initial conditions result in a pair of branch points that move according
to Eq. (4.233). The direction of motion depends on the argument of the complex
constant A. In the simulations we chose three values A = 1, A = iand A =
—i. The initial pole of the complex velocity, V, is located at ag = i. Generally
A can be the arbitrary complex number and ag can be the arbitrary complex
number from CT. The Figures 2-5 show the spatial profiles (right panel), and
the location of branch points (left panel) for both the branch cut approximation of
the Section 4.3.3, and the full numerical solutions. The branch points are located
at w = wi(t) = wy, (t) + iwg ;(t), where wy () and wy ;(f) are real-valued.
At each time step the location is recovered from the numerical simulations by
the rational approximation procedure outlined in Section ??. Additionally, v, =
Im(w_,(t)) can be also determined from the asymptotic of the exponential decay
rate of the Fourier coefficients 2 ~ e~Ul¥l  of z(w) for |k| — oo, see e.g. Ref.
[DLK16, LDS17] for more details of that Fourier technique. Eq. (4.233) provides
the analytic formula for the location of branch points in terms of the 7 and x in
the branch cut approximation. However, the dependencies of 7(¢) and x(w,t) are
given by an implicit relation that follows from the Eqs. (4.229). For the sake of
convenience we use the approximate Eqs. (4.238) and (4.239) which result in the
explicit expression (4.240) for branch point locations in terms of w and ¢.
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We solve the implicit Eqgs. (4.187) and (4.189) for xo(w,T) at every instant
of time 7 to determine the shape of the free surface x(u,t) 4 iy(u,t). The extra
conditions (??) and (4.35) are used to find ¢(7), and a subsequent substitution in
the Eqs. (4.187)—(4.188) and (4.229) gives the shape of the surface z(u,t).

The summary of a comparison of the short branch cut approximation and the
numerical solutions is given below:

(a) For A = i, both branch points move along the imaginary axis as follows
from Eq. (4.233). The lower branch point, w_ = iw_ ;(t) moves downward from
w = ag, and the upper branch point w; = iwy ;(t) is moves upward from w = ay.
Fig. 2a illustrates a dependence of the vertical coordinate of w_ ;(¢) on time, as
determined from the Eq. (4.233) and the numerical simulations. The positions of
branch points are recovered from numerical simulations by the procedure based
on a least-squares rational approximation of complex functions and is described
in details in Refs. [DLK16, LDS17, DDLZ19|. The vertical coordinate of the
lower branch point is also estimated from the asymptotics of the decay rate of
the Fourier spectrum giving the same result. Fig. 2b shows the spatial profiles of
the free surface and a comparison of the short branch cut approximation and full
numerics. It is seen that the spatial profile has a form of jet. Also Fig. 2b shows
the time dependence of the maximum error in the surface elevation y(x,t) between
the numerical solution and short branch cut approximation.

As discussed in all particular solutions of Sections 4.3 and 4.3.3, one of the
branch points of the analytical solution in the short branch cut reaches the real
line w = Re(w) in a finite time meaning a formation of the singularity of the free
surface in a finite time. This is exactly what is seen in Fig. 2a. However, we
also see in Fig. 2a that the full numerical solution seems does not produce a finite
time singularity. Instead, the singularity appears to occurs at the infinite time
t — oo. To quantify that statement we performed a fit to the stretcher exponential
law v = ae‘ktb, where a,b and k are three real fitting constants. We find that
b= 1.333 ~ 4/3 provides the best fit as seen in Fig. 3. Purely exponential fit b = 1
is also shown providing not as good fit. Another not as good fit is e.g. b = 2, i.e.
the Gaussian exponent (not shown in Fig. (3). The detail discussion of the topic
of finite time singularity is beyond the scope of this paper.

(b) For A = —i, both branch points start to move in the horizontal direction,
but unlike the problem on infinite line —co < = < co, the branch points in periodic
problem develop vertical speed and approach the real axis. At later times branch
cut recovered from numerics is not short thus violating b the short branch cut ap-
proximation. However, the positions of branch points recovered from short branch
cut approximation agree semi-quantitavely with numerical simulations even at late
times. Figure 4b shows the spatial profiles of the free surface at different times.

(c) For A =1, both branch points start moving in the complex plane from the
initial position at w = ia as illustrated in the Figure 5a. Contrary to the other
two cases, the positions of the branch points are not symmetric with respect to the
imaginary axis. The Figure 5b shows how the shape of the free surface moves in
time with increasing of steepness thus promoting overturning of the wave in a finite
time.

We may conclude that the short branch cut approximation gives excellent re-
sults up to the values of small parameter € 2> 0.9, well-outside of the applicability
region for the short branch cut approximation (4.158).
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FIGURE 2. (a) The vertical position v = Im(w_(t)) = w_ ;(t) of
the lower branch point vs. time t in the simulation with initial
conditions (4.229) and (4.236) with A = i and a9 = i. The lower
branch point location w_(t) is recovered from the full numerical
simulations of Egs. (4.241)—(4.243) by means of a numerical ratio-
nal approximation (solid line) compared with its location from the
short branch cut approximation (4.233) (dashed line). See Section
7?7 about the rational approximation. The relative error of the
theoretic prediction vs. numerics is 1.93% at short time ¢ = 0.05,
about 3.93% at t = 0.1, and 15.2% at t = 0.2. At ¢ = 0.05 and
t = 0.2, the value of the parameter ¢ introduced in Eq. (4.158)
is 0.61 and 0.89 respectively. These values are well outside the
asymptotic condition € < 1 when the short branch cut theory is
guaranteed to be applicable. (b) The spatial profiles of the fluid
surface at different times: the result of numerical simulation (solid
lines), and the short branch cut approximation (dashed lines). (c)
The time dependence of the maximum of the error for the sur-
face elevation y(z,t) between the numerical solution and the short
branch cut approximation. The maximum of error occurs at x = 0
as seen from the surface profiles in (b). The error is normalized to
the values of y(0, ) from the numerical solution.
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FIGURE 3. A fit of v = w_ ,;(¢) from Fig. 2a (shown by dots) into
the stretched exponent v = ae~*" with b = 1 (black solid line) and
b =4/3 (red solid line). It is seen that b = 4/3 is much better fit
that b = 1. Here a = 0.39795 £ 0.01406 and k& = 6.40096 £ 0.03348
are the fitting constants.

4.4. Nonlinear development of Kelvin-Helmholtz instability for
counterflow of superfluid and normal components of Helium II

Kelvin-Helmholtz instability (KHI) is perhaps the most important hydrody-
namic instability which commonly occurs either at the interface between two flu-
ids moving with different velocities or in the presence of the tangential velocity
jump/shear flow in the same fluid [LL89a]. Recently KHI attracted significant
experimental and theoretical attention in superfluids. KHI was studied either for
interface between different phases of *He [Vol02, BEE*02, Vol03, FEH 06,
Vol15], which has many similarities with KHI in classical fluids, or KHI from
relative motion of components of “He [HB14, RLMD16, BLP*16, GGL*16,
GVGV17] which has no classical analog thus we refer to it as quantum KHI. We
focus on the second case, i.e. on quantum KHI of the free surface of *He in the su-
perfluid phase (He-II state) in the presence of counterflow of superfluid and normal
fluid components [Kor91, Kor02]. Principle difference here from KHI of classical
fluids is that relative fluid motion in quantum KHI occurs not from different sides
of interface but from the same side of the He-II free surface with fluids components
coexisting in the same volume which is purely quantum effect. A counterflow is
achieved in experiment by the action of a stationary heat flow within the liquid in
the direction tangent to the free surface as shown in Fig. 6.

Linear analysis of both classical KHI and quantum KHI results in the expo-
nential growth of surface perturbations [LL89a, Kor91, Kor02]. As these initial
perturbations reach amplitudes comparable with their wavelength, nonlinear ef-
fects must be considered. Weak nonlinearity approximation takes into account the
leading order nonlinear correction over the small parameter which is the typical
slope of surface. Weakly nonlinear equations for development of KHI of classi-
cal fluids results in a finite time singularity [KL95] which means that solutions
become strongly nonlinear beyond the perturbation theory. Two-dimensional (2D)
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FIGURE 4. (a) The location of the branch cut in the analytical con-
tinuation of the complex velocity V' (4.104) in the complex plane at
several instants of time. The initial conditions are given by (4.229)
and (4.236) with A = —i and a¢ = i. The branch cuts recovered
from the numerical simulations of the equations (4.241)—(4.243).
The filled circles show the positions of poles of rational approxima-
tion, and the open circles correspond to the branch point locations
given by the analytic formula for wy ;(¢) from Eq. (4.233) at the
respective time. The solid black lines are the trajectories of wy ;(t)
from the short cut approximation. The difference in the position
of the branch points estimated from the numerical simulation and
the short branch cut theory is 2.89% at time ¢ = 0.05 (e = 0.92),
and is 6.45% at time ¢ = 0.50 (e = 4.12). The wy ;(¢) from Eq.
(4.233) give an excellent estimate for the branch points even for
e > 1. (b) The spatial profiles of the fluid surface from numerical
simulation (solid lines), and short cut approximation (dashed
lines).

dynamics of interface between two fluids in weak nonlinearity approximation can be
reduced to the motion of complex singularities through the analytical continuation
into complex plane from the interface [KSZ93, ZK14b|. Approach of singularity
to the interface always means a formation of its geometric singularity. Other exam-
ples of analysis of weakly nonlinear 2D dynamics through motion of singularities
include the interface between ideal fluid and light highly viscous fluid [Lus04], and
vortex sheet in ideal fluid [Moo79]. Extending weakly nonlinear solutions into
strongly nonlinear solution is challenging and mostly was done for the particular
case of free surface hydrodynamics (i.e. the density of the second fluid turns into
zero) [Tan91, Tan93, CBT99, DLK13, KZ14, Lus16] including drops pinchoff
[EFLS07, TLZO09]. Another exception is the ideal fluid pushed through viscous
fluid in a narrow gap between two parallel plates (Hele-Shaw flow) which can be
approximately reduced to the Laplace growth equation (LGE) admitting an infinite
set of exact solutions [PK45, Gal45, SB84, How86, BKL 86, MWD94].

We use a key property of quantum KHI that both fluid components share the
same volume. It allows to find the exact strongly nonlinear solutions and more-
over, general integrability of growing solutions. This is achieved through the exact
reduction of quantum KHI dynamics to LGE for arbitrary level of nonlinearity.
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FIGURE 5. (a) The location of the branch cut in the analytical con-
tinuation of the complex velocity V' (4.104) at different moments
of time in the complex plane for initial conditions given by (4.229)
and (4.236) with A = 1 and a9 = i. The branch cuts recovered
from full numerical simulations of Eqs. (4.241)—(4.243) is given by
solid line. The filled circles represent the poles of the rational ap-
proximation of the branch cut, and the open circles correspond to
the branch point locations wy ;(¢) from the equation (4.233). The
gray line passing through w =i is the trajectory of wy ;(¢) as ob-
tained from Eq. (4.233). It is observed that for small time wy ;(t)
from Eq. (4.233) approximates the branch points to 3.31% (rela-
tive error) at ¢ = 0.05 with ¢ = 0.68, and 7.69% (relative error) at
t = 0.25 with e = 1.18. (b) The shape of free surface of the fluid
at different times: numerical simulation (solid lines), and the short
branch cut approximation (dashed lines).

FIGURE 6. A schematic of counterflow in superfluid *He. Heater
results in the flux of heat Q which is carried by the normal fluid
component with velocity v,, while superfluid component moves in
the opposite direction with the velocity vs. Both components co-
exist in the same volume of fluid and share the same free surface.

These new solutions, in particular, describe the formation of cusps (dimples) on
the He-II free surface in a finite time with both a surface curvature and velocities
of components of He-II diverging at singular points. We expect that these singular-
ities will be possible to observe in He-II experiment which is different from weaker
singularities of the Moore’s type (were identified from approximate analysis in Refs.
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[Moo79, KSZ93, ZK14b]) and predicts smooth surface with jump only in sec-
ond derivative. LGE is integrable in a sense of the existence of infinite number of
integrals of motion and relation to the dispersionless limit of the integrable Toda
hierarchy [MWWZO00]. We suggest that the obtained reduction of quantum KHI
to LGE is important to the general problem of integrability of surface dynamics
[DZ94a]. It provides a very rare example of integrable physical system.

Superfluid component of He-II necessary has quantized vortices if counterflow
velocity exceeds several mm/s with their density growing with that velocity [?].
Here we consider the dynamics of He-II at macroscopic scale where we can average
over vortices. We neglect average vorticity from such averaging as well as ignore
vorticity of normal component similar to Ref. [Kor91, Kor02] which refers to that
approximation as non-dissipative two-fluid description. In that approximation the
dynamics of both fluid components is potential one, i.e. vi = V&, and v,, = V®,,,
where vy, v, are velocities of superfluid and normal components with &, and &,
being the corresponding velocity potentials. We assume that both components are
incompressible with densities ps = const, p, = const and the total density p =
ps + pn. Incompressibility implies Laplace equation for each component, V2®,, ; =
0. We focus on 2D flow r = (x,y), where  and y are horizontal and vertical
coordinates, respectively. We assume that both fluids occupy the region —oco < y <
n(z,t), where y = n(x,t) is the free surface elevation with the unperturbed surface
given by n(x,t) = 0. The flow of both components deep inside He-II (y — —o0) as
well as at |z| — oo is assumed to be uniform following z direction, which implies
&, s — V, s, where V,, s are the corresponding horizontal velocities. We use the
reference frame of the center of mass such that p,V, + psVs = 0 and introduce
the relative velocity V' = Vs — V,, > 0 between fluid components meaning that
Vn,s = $Ps,nV/P

The dynamic boundary condition (BC) at the free surface (y = n) follows from
the generalization of Bernoulli Eq. into two fluid components, see e.g. Chap. 140
of Ref. [LL89a] and Refs. [Kor91, Kor02])

o (e T3 (B )

ot 2 ot 2 y=n
(4.244) =I'-P, - P,
where P, = —a-2[n,(1+72)~1/?] is the pressure jump at the free surface due to

the surface tension « (the pressure is zero outside the fluid assuming that there is
a vacuum there), n, = 0n/0z, P, = pgn is the gravity pressure (the contribution of
the acceleration due to gravity g) and I' = p,,psV?/(2p) is the Bernoulli constant
which ensures that Eq. (4.244) is satisfied at |z| — oo.

The kinematic BCs at the free surface are given by

(4.245) ne(1+ 773;)_1/2 = On®nly=n = OnPsy=n,

where 7, = 9n/ot, 9, = n -V is the outward normal derivative to the free
surface with n = (—n,,1)(1 + n2)~'/2. Eqgs. (4.244) and (4.245) together with
V2®,, = V2@, = 0 and BC at infinity form a closed set of equations of two-fluid
hydrodynamics for KHI problem.

We introduce the average velocity v = (p, vy, +psVs)/p and the auxiliary poten-
tials ® = (pn®n+psPs)/p, ¢ = \/Pnps(Pn —Ps)/p which are linear combinations of
®,, and @, thus satisfying Laplace equation together with V® = v. BCs at either
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y — —o0 or || — oo are reduced to

(4.246) ® — 0and ¢ — —Va/ppps/p.
Eq. (4.244) turns into
0® (VD)2  (Vg)? & P,+P,
4.24 — ~~ 7 = _ > -9
(4.247) o T2 T 2 P
y=n

where ¢ = /2T"/p is the constant which has the dimension of velocity. Eqs. (4.245)
are reduced to

(4.248) m(L+m2) 71 = 0,8],=,
and
(4.249) 0 ly—y = 0.

We replace ¢ by its harmonic conjugate 1 such that Cauchy-Riemann equations
¢z = ¥y and ¢, = —1p, are valid. BC (4.249) for Laplace Eq.

(4.250) V3 =0

at the free surface reduces to vanishing of tangential derivatives 0;9|y=, = 0 be-
cause 0, ¢|y—y = —Ond|y=n. Without the loss of generality we set

(4.251) Yly—p = 0.
BC at either y — —o0 or |z| — oo are reduced to
(4.252) Y — =Vy/pups/p = —cy.

If we introduce the stream functions ¥, s for the components of He-II (they satisty
Cauchy-Riemann equations 0, ®, s = 0yV, s and 0y®, s = —0,¥, ), then ¢ =
(U, — V) \/Pnps/p- ¢ is fully determined by n(z,t) from (4.251) and (4.252) while
being independent on ®. Dynamic BC (4.247) in terms of ® and 4 is given by

00 | (V) (VY)?| _ P PutPy

o <
ot 2 2 |,_, 2 o

Eqgs. (4.248), (4.251) and (4.253) together with V2® = V2¢ = 0 and BCs
(4.246) and (4.252) at infinity form a closed set of equations equivalent (through
harmonic conjugation) to solving two-fluid He-IT hydrodynamics for KHI problem.
It is remarkable that this set is equivalent (up to trivial change of constants) to
the problem of 2D dynamics of charged surface of ideal fluid in the limit when
surface charges fully screen the electric field above the fluid free surface. This limit
was realized experimentally for the He-II (with negligible p,,) free surface charged
by electrons [Ede80]. In that case ® has the meaning of the only (ideal) fluid
component and 1) represents (up to the multiplication on constant) the electrostatic
potential in the ideal fluid. The term o (V)? in Eq. (4.253) corresponds to the
electrostatic pressure.

Refs. [Zub00, Zub02] found exact time-dependent solutions for this problem
of the dynamics of charged surface of superfluid He-II in the limit of zero surface
tension and gravity as well as for the limit of zero temperature (i.e. neglecting
the normal component of He-IT). We apply that approach for full (nonlinear) KHI
problem with finite temperature. We set & = g = 0 in right-hand side of Eq.
(4.253). Below we provide estimates of the applicability of such neglect of surface
tension and gravity for two-component dynamics of He-II.

(4.253)
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Our goal is to reduce Eqs. (4.248), (4.251) and (4.253) together with V2® =
V29 = 0 and BCs (4.246) and (4.252) to solving LGE. Differentiation of Eq. (4.251)
over ¢ and x results in

Nt = =Pt/ Vyly=n, Ne = —Yz/Pyly=n
respectively. Using these expressions in kinematic BC (4.248) rewritten in the
equivalent form 7, = ®, — 7, Pz, _, , allows to obtain that

(4.254) Vi + VY- V| _ = 0.
The sum and difference of Egs. (4.253) and (4.254) (with P, = P, = 0) result in
(4.255) F 5 eF® +(VF®)? =,

y=n

where we introduced the harmonics potentials

(4.256) F&) = (d+ 4 +cey)/2,
which satisfy the Laplace Egs.
(4.257) VZFE) =0, F& -0 for y — —o0 or |z| — .

According to Egs. (4.251) and (4.256), the motion of the free surface is determined
by the implicit expression

(4.258) enp=F —FO|,_,.
Returning to physical ®,, s and ¥,, 5, we find that
(4.259) 20FE) = p, @, + ps®s + /prps (U, — Uy + Vy).

Eqgs. (4.257) together with (4.255), and (4.258) is equivalent to the KHI prob-
lem. It is crucial that nonlinear Eqgs. (4.255) decouple into separate Eqs. for F(+)
and F(=). We note that such decoupling does not occur for the classical KHI prob-
lem (the interface between two fluids) where the velocity potentials and stream
functions of each of two fluids are defined in physically distinct regions (y < n and
y > n) thus making impossible a superposition of the type (4.259). (Decoupling
is however possible by other method in small angle approximation with leading
quadratic nonlinearity in perturbation series for classical KHI [ZK14b].)

The full set of equations (4.255), (4.257)-(4.258) is still generally coupled through
Eq. (4.258). But an additional assumption (reduction) that either

(4.260) FH) =0or FO) =0

ensures the closed Eqs. which have a wide family of exact nontrivial solutions
described below. That assumption remains valid as time evolves. It follows from
Egs. (4.256) that (4.260) ensure the relations between ®,, s and U, , as

:F\/ PnPs (\I/n - \Ils + Vy) = pnq)n + Ps‘I)s~
We look at the physical meaning of our reductions (4.260), based on the partic-
ular limit of small amplitude surface waves. We neglect the nonlinear term in Egs.
(4.255) resulting in the linear system which we solve in the form of plane waves
(4.261) F&E) = o) exp(ika + ky — iw®t), n = b
‘ x exp(ikz — iw ™) + b exp(ike — iw Tt),

where a&) and &) are small constants, w(+) are frequencies and k is the wavenum-
ber. First Eq. in (4.261) ensures the exact solution of Egs. (4.257) with decaying
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BCs at y — —oo. Substitution of (4.261) into Eq. (4.258) and the linearization of
(4.255) results in the relations

(4.262) w®) = tick,  ®) =+,

which are two branches of the dispersion relation of KHI with ¢ = o = 0 [LL89a,
Kor91, Kor02]. Superscripts “+” and “—” correspond to exponentially growing
and decaying perturbations of the flat free surface, respectively. Eqgs. (4.260) choose
one of these two branches. Thus Egs. (4.255), (4.257)-(4.258) together with (4.260)
represent the fully nonlinear stage of such separation into two branches.

The generic initial conditions include both unstable and stable part (4.261) with
the unstable part dominates as time evolves. Also it was shown in Refs. [Zub02,
Zub08b] that small perturbation of F©) on the background of large F() decays
to zero. Thus the choice of the reduction F(=) = 0 (which is assumed below) in
Eq. (4.260) is the natural one to address the nonlinear stage of KHI. Then Egs.
(4.256) imply that F(+) = & = ¢ + ¢y, i.e. ® is determined by 1. The boundary
value problem (BVP) (4.250)-(4.252) solves for 1) at each t. The motion of the free
surface is determined by Eq. (4.248) as

(4.263) (e = (1 +03) "2 = 0], -

To solve BVP (4.250)-(4.252) we consider the conformal map z = z(w, t) [DKSZ96a]
from the lower complex half-plane —oco < v < 0, —00 < u < +00 of the complex
variable w = w + iv into the area —oo < y < n(z,t) occupied by the fluid in the
physical plane z = x + iy with the real line v = 0 mapped into fluid free surface.
Then the free surface is given in the parametric form y = Y (u,t) = Im z(u, t) and
x = X(u,t) = Rez(u,t). Solutions of both BVP (4.250)-(4.252) and the harmon-
ically conjugated BVP V2¢ = 0, (4.246), (4.249) in (u,v) variables are given by
¢+ i) = —c(u + iv). It means that the conformal variables u and v have a simple
physical meaning: u = —¢/c and v = —1/c corresponding (up to multipication to
the constant —1/c¢) to the harmonically conjugated potentials ¢ and ).

We consider w as independent variable while z(w,t) as the unknown function.
Eq. (4.263) is given by Y; X, — Y, X; = ¢X,, — ¢, which can be rewritten as

(4.264) Im (G,G,) =c.

where G(u,t) = z(u,t) —ict. Eq. (4.264) has the exact form of LGE which has the
infinite number of exact solutions often involving logarithms (see e.g. Refs.[SB84,
How86, BKL"86, MWD94]). We look at a periodic solution [BKL'86] with
the wavenumber £,

(4.265) 2z =w — ikA%(t)/2 — iA(t) exp[—ikw],

where A(t) is the amplitude of the free surface surface perturbation satisfying a
nonlinear ordinary differential equation dA/dt = ckA (1 — kQAQ)_lwhich develops
a finite-time singularity in dA/dt at the time t = t. with A(t.) = 1/k. As ¢
approaches t., a leading order solution is given by A = 1/k — /et /k+ O(7), where
T = t.—t. Singularities of the conformal map (4.265) are determined by a condition
zw = 0 implying that they approach the real line v = 0 from above with the increase
of ¢. That line is reached at 7 = 0 and u = 2wn/k, n = 0,£1,42, ... In particular,
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choosing n = 0, expanding at u = 0 and assuming 7 — 0 we obtain that
X = uVckt + E*u® /6 + O(ur + u’r'/?),
Y = —=3/2k + 2\/e7/k 4+ ku? /2 + O(r + u*7'/?),

Fig. 7 shows an example of such solution at different ¢. It follows from Eq. (4.266)
that a cusp pointing downward (a dimple) y + 3/2k o |2|?/3 is formed at the free
surface at t = t. (i.e. 7 = 0) with the vertical velocity diverging as 7—'/2 at the tip
of the cusp [SB84, BKL'86].

(4.266)

ky T T T T T T T

0.5

0.0

-1.0

-1.5

FIGURE 7. Evolution of an initial periodic perturbation of the free
surface y(x) for Eq. (4.265) with kA(0) ~ 0.15. The surface shape
is shown over one spatial period for the times ckt = 0, 0.8, 1.2, 1.4
until the cusp singularity is formed. The dashed line shows the
unperturbed free surface, y = 0.

Near the singularity (the tip of the cusp) one has to take into account the surface
tension and the finite viscosity of the normal component to regularize the singular-
ity. Surface tension near the singularity is given by P, ~ a/r, where r is the radius
of curvature of the free surface. It follows from Eq. (4.266) that r ~ ¢7, which im-
plies that P, ~ a/cr. The dynamic pressure P,, which determines the development
of KHI in LGE reduction, is given by P, = pv?/2 = p [(V®)?) + (V¥)?] /2, where
v is the typical velocity. Near singularity v ~ \/2¢/k7 and P, = pc/k7. Thus both
P, and P, & 7. Surface tension effect is small if the Weber number We = P, /Py,
the ratio of dynamic and surface tension pressures, is well above 1. Using We =
pc?/ak = pnpsV?/(pak), and assuming We> 1 for applicability of LGE regime, we
obtain the condition for the wavelength A = 27 /k > 2mpa/(pnpsV?). He-II at the
temperature 1.5 K has p,, = 0.016 g/cm?, p, = 0.129 g/cm?® and o = 0.332 dyn/cm
[DB98|. E.g. if V =15 cm/s then A 2 0.64 cm.
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The relative strength of inertial and viscous forces near the singularity is de-
termined by the Reynolds number Re = vr/v, where v is kinematic viscosity of
He-II. Using that v ~ /2¢/kT and r ~ cr, implies that Re ~ cv=1,/2r/k, i.e. Re
turns small for » — 0 and viscosity has to be taken into account. A typical scale r,
below which the flow of the normal component cannot be considered as potential
one is estimated by setting Re ~ 1 which gives r, ~ kv?/2c?. For the tempera-
ture 1.5 K, we use v = 9.27 - 107° cm?/s [DB98]. Then r, ~ 1.8 - 107! cm, i.e.
r, < X\ thus the viscous effect is much less than the surface tension. The influence
of gravity, which is determined by the Froude number Fr = P,/P,, is small near
the singularity because the gravity pressure P, ~ pgy is finite while P, diverges as
=1 implying divergence of Fr.

Thus we reduced fully nonlinear quantum KHI dynamics to LGE which has the
infinite set of exact solutions with the generic formation of cusps at the free surface
in a finite time. The key is the exact transform from two-fluid description into the
effective single-fluid description of Eq. (4.253). It suggests a roadmap for efficient
use of conformal map to include gravity and capillarity into dynamics. Adding
capillarity would ensure singularity regularization at small spatial scales. Confor-
mal map can be used for electro-hydrodynamic instability [Ede80, Zub08b] and
Faraday waves [LMDP17] of He-II. Viscosity can be taken into account through
conformal map in Stokes flow regime of normal component which would go beyond
weakly nonlinear result [Lus04].

Free surface represents vortex sheet which results in the additional generation
of quantized vortices at the nonlinear stage of KHI. It is expected to push quantum
turbulence states T1 towards T2/T3 states [?].



CHAPTER 5

Solitons in multidimensions and soliton stability

5.1. Solitons in multidimensions
Consider the soliton solution
(5.1) P(r,t) = R(r)e™?
for the cubic focusing NLSE
(5.2) i + V2 + [P = 0

in the spatial dimension D < 4. Equations (5.1) and (5.2) result in the time-
independent equation

(5.3) ~MNR+V’R+R*=0

for the real-valued soliton amplitude R(r) € R.

Multiplying equation (5.3) by R and integrating over r we obtain, using in-
tegration by parts for the decaying boundary conditions R(r) — 0 for |r| — oo
that

(54) _)\QNS - X5 +2Y, =0,
where
(5.5) N, ::/RQ(r)dr
is the number of particles N for the soliton solution (5.1). Similar,
(5.6) X, = / |VR|*dr
and
1 4
(5.7) Y, = 3 R*dr

are the kinetic energy and the absolute value of the potential energy for the soliton
solution (5.1), respectively.

D
Multiplying equation (5.3) by »_ x;0,, R and integrating over r we obtain that
=1~

D D-2 D
5.8 ZMN,+ —=2X,— =Y, =0.
(5.8) 5 st s 5 Y

227
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Equations (5.4) and (5.8) are sometimes referred to as ?77? Pokhozhaev’s iden-
tities. Using equations (5.4) and (5.8) we obtain that

b

X, = ANy,
4-D
2
5.9 Y, = ——\°N,
(5.9) D
D -2
H, = ——=NN,.
4—-D
Soliton solution (5.1) of NLSE (5.2) allows a scaling scaling transformation
(5.10) R(r) = ARo(\r),
where Ry(r) is the soliton solution (5.1) with A =1, i.e.
(5.11) ~Ro+V?Ry + R} =0.

5.2. The Kadomtzev - Petviashwili equation

In this chapter we will derive the universal equation describing long, quasi-
one-dimensional waves of small amplitude in almost all versions of Hydrodynamics
with dispersion. We will study the solutions of this system which are close to simple
waves of small amplitude. Thus we will assume that the density variation is small,

(5.12) p=po+dp

1)
(5.13) <<t

Po
and expand the simple waves’ velocity function s(p) in powers of i—g:

1)
(5.14) s(p) = ¢ (1 + )\p—p + >
0

Here, A is some dimensionless constant.

In the case of a polytropic gas, A can be found from (1.6), A = pg 9s

3plp=po’
oy +1

2

In all realistic models of a continuous medium, A > 0. In this approximation,
equation (1.2) reads

0dp op\ 9dp
.1 P 1 I —_— =
(5.16) " —|—c< + A 0) - 0

This equation must be accomplished by ?77? high-order terms. To do this, we
consider the dispersion relation (3.15). By taking the square root and assuming
that eL2k? << 1, one gets

(5.15) A

1
(5.17) w = clk| <1 + 25L2k2)

Next we assume that the wave vector k has longitudinal and orthogonal com-
ponents k; and k,, and |k, | < k,. Then,

1 k2
_ 2 2 -l
(5.18) \k|—\/km+kL~k1+2kw
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Finally, we can simplify expression (6.4) up to the following form:
_ Lk, 1 54
(5.19) w=c (/cz + 5 ks + 2€L k>

Now we should modify equation (1.3) so that, in the linear approximation, it has a
solution

(520) (5p ~ e—iw(k)t+iE-f"
There is only one such equation,

1 3
(5.21) 190 (1 + ,\ip) %p _ 1 120%p
0

1
—€ :
c Ot oxr 2 Ox3
Now we introduce the dimensionless variable %5p = 6u and rescale the time
and spatial coordinates, x — L %m, r; — Ly/|e|r., and t — %\/ %t.
Then we can shift to the moving frame, x — x — ct, which gives

0 (8u ou  &u

1
+ 507 AL =0

(5.22) o + 6u

ot o dxd
This is the KP-1 equation.
If e <0, we get

>+VJ_'LL:0

0 (ou ou  u
5.23 — | == +6u—+ == =0
(5:23) 8x(8t+ u8x+8m5)+vJ‘u
This is the KP-2 equation.
In the absence of dependence on perpendicular coordinates, the KP equations
reduce to the Korteweg-de Vries equations,
ou ou Ou

o %% T s

ot “ax ox3

In fact, equations (6.8) and (6.9) are equivalent. Equation (6.9) turns into (6.8)
with a simple transformation, v — —u, t — —t. This same transformation turns
the KP-1 equation into the following;:

0 (au ou u

(5.24) =0

(5.25)

(5.26) o +6

ot "o T oa

Equations (6.7) and (6.10) constitute a Hamiltonian system. They can be
rewritten in the form

)—VLUZO

ou 0 0H
2 — t —— =
(5.27) ot " owou "
Where, for KP1,
1 1

and for KP2,

1 1
(5.29) H= / (u3 + iui - 2(VL31u)2) dxdr
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The full three-dimensional KP equations have numerous applications in nonlin-
ear wave dynamics. But they are not integrable systems; only the two-dimensional
equations are integrable. They are:

0 (Ou ou  d3u 0%u
(KP1) and
0 (0u ou  du 0%u

(KP2). In the absence of dependence on y, both equations (6.14) and (6.15) lead
to the same KdV equation, (6.9). This equation has the solitonic solution

B 2k2
~ cosh2k[(x — z + 0) — 4k21]
Here, k > 0 and zy (—00 < zp < 00) are arbitrary real constants.
All of the solutions of the KAV equations are independent of y. One can

construct a solution depending only on the variable y = x — ay. Now we obtain
the KdV equation in a moving frame,

ou ou ou  u
5.33 —+a* —+6u—+-—=0
(5.33) ot a8x+ u8x+8x3
The sign before a? depends on the type of KP equation. Equation (6.17) describes

the following oblique solitions:

(5.32)

B 2k2
 cosh2k[x — xg — oy — (4k2 £ a?)t]
It is interesting to study stationary waves in the frameworks of the KP1 and KP2

equations. To get equations of those waves, one must set u = u(z + at,y + bt).
Now,

(5.34)

ou_ ou ou
ot~ “or oy
and we can end up with the following family of equations:

0 ou ou 0 ou  Pu 0%u

Hereafter, we will only consider the special cases b = 0, a = 1. By choosing
different combinations of signs of constants a and «, we will end up with four
canonical euqations known as the Boussinesq equations:

2 2 4 2
(5.36) 0 0w Ou 50

(5.37) T s = o 3 u? =0
xr

?u  0%u  O*u o2

— — — 2 =
(5.38) Oy? + Ox? + Oxt + 383;2u 0
0?u  u  O*u 0%
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If we linearize these equations and set u ~ e!%¥+P% the we get the dispersion
relations

(5.40) @ =p*+pt
(5.41) ¢ =p’—p
(5.42) ¢ =—p*+p
(5.43) ¢ =—p* —p*

One can see that only equation (6.20) has a linearly stable basic solution,
up = 0. In all other cases, this ground state is unstable. Equations (6.21) and
(6.23) are badly ill-posed, while in (6.22) the instability takes place only for long
enough waves, p? < 1.

5.3. Soliton Stability

5.4. Transverse modulational instability of counterpropagating
quasi-phase-matched beams in a quadratically nonlinear medium

Pattern formation is an active topic in nonlinear optics. Early theoretical
investigations demonstrated that cross phase modulation between counterpropa-
gating beams in media with cubic nonlinearity leads to a cooperative, absolute
instability[?, ?, ?], and the formation of spatial patterns|[?]. The instability was
first observed using counterpropagating beams in a bulk medium[?]. Concurrent
work revealed similar phenomena in optical cavities containing a passive nonlinear
medium[?, ?, ?]. The cavity geometry is intrinsically more complex due to the
interplay of linear and nonlinear resonances which leads to new features, such as
pattern formation in the presence of nonlinear loss|?].

In the last few years the scenario of pattern formation in parametric x(?) media
with a nonlinear polarization that is a quadratic function of the optical fields has
been investigated extensively[?, ?, 7, ?]. Convective modulational instability has
been observed in a forward propagating traveling wave interaction[?]. In order to
generate patterns it is necessary to provide feedback such that the system exhibits
an absolute instability. One way of introducing feedback is to allow the interacting
beams to counterpropagate. Although backwards parametric interactions were pro-
posed in the sixties[?] there is not sufficient birefringence in available materials to
phasematch a fundamental wave E; at frequency w; to a counterpropagating sec-
ond harmonic Ey at frequency we = 2w;. The studies to date of pattern formation
in quadratic media have therefore been based on mean field analysis of an intra-
cavity geometry where the cavity provides the feedback necessary for an absolute
instability[?, ?, 7, ?].

In this letter we study transverse instability in a bulk quadratic medium of
length L without a cavity, in the geometry shown in Fig. 1. The absence of cavity
effects allows the transverse instability to be studied in a more basic form. In order
to provide the necessary coupling between counterpropagating beams we consider
a backwards quasi phase matched interaction [?, ?] in a periodically poled material
with a nonlinear susceptibility of the form X(Q) = 2¢gd,, cos k,,z, where ¢ is the
vacuum permittivity and d,, is the effective value of the quadratic susceptibility
tensor. When k,,, ~ ko + 2k1, where k; = w;n;/c (n; is the refractive index of field
E;, ¢ is the speed of light in vacuum) a forward propagating beam at w; couples
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to a backwards propagating beam at ws. As was suggested in Ref. [?] transverse
instabilities may be excited in this geometry. When the counterpropagating pump
beams have equal intensities we find a simple dispersion relation that describes the
presence of an absolute instability for nonzero phase mismatch (Ak = 2k; + ko —
km # 0). Quasi phase matching relaxes restrictions on the choice of wavelength,
and allows the largest components of the electro-optic tensor in a given material to
be accessed. As we show below, threshold powers for observation of the transverse
instability using, for example, periodically poled LiNbO3 are in the range of a few
MW, and thus accessible with pulsed lasers.

Counterpropagation of a fundamental field E; = (£1/2) exp[i(k1z — wit)] + c.c.
and its second harmonic Fy = (£2/2) exp[i(—kaz — 2w1t)] + c.c. is described by the
set

o 9 i) Wdm kg
( + levj_) &1 —chl 9 e &7 &,

ng 0 0 T o w1 A ks oo
(c ot 9z 2k2vj‘) 52—zcn2 2 ¢ &,

(5.44)

where V2 operates on the transverse coordinates r = (z,y). Before proceeding it
is convenient to rewrite Egs. (5.44) in the scaled dimensionless form

0 0 . "
(815 + & — ZV%_) Ay = AT A,
(5.45)

0 0 i, ) 9
—— = — = Ay = As — A
(at 82 2“) 2 = +ifA — Ar%,
where we have made the substitutions & = (2¢ny /wid, L) Ay, E2 = —i(2eny fwidy, L) As
exp (iAkz), t — (niL/c)t, z — Lz, v — \/L/2kyr, f = AkL, and ns = ny.

Equations (5.45) have stationary plane wave solutions

A1 = ay exp [iasz],
- b= i
As = iag exp [2iasz],

with a1, ay real amplitudes, and a; positive. Solutions (5.46) exist provided the
2
phase mismatch takes the value g = — (2(12 + Z—;) .
We then look for modulational instability using the ansatz

Ay = Ay (14 F4 ()™ + [ ()e0m) e,

5.47 _
(5:47) Ay =Ay (1+ by(z)e® LT 4+ b_(z)e_“”'r) e,

where k| is the transverse wavevector of the sidebands in scaled dimensionless
form. Linearization of Eqgs.(5.45) in the amplitudes of the sidebands fi,bL gives
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the set
d . . .
(@‘*‘V‘f‘lkd)ﬁ = daa(—f4 + fL+by),
d ) . . o | ok
(£+V—de)f_ = —iax(fy — fX+01),
d _kd .a%
4 Ly iy, = e -
(5.48) (dz v—ig )b+ Zaz( fr—b4),
d ,kd ,a%
el YRS _ ZLigfx _ p*
(dz V+22 b= 7/(12( fZ-b0),
where kg = k2 . Equations (5.48) together with the boundary conditions
(5.49) fe(0)=04(1)=0

form a well posed boundary value problem for the eigenvalue v which is the in-
stability growth rate of the sidebands. The solvability condition for the boundary
value problem defined by Eqs.(5.48,5.49) subject to the requirement Re(v) = 0
gives an equation for the instability threshold. For general values of the parameters
of the problem the resulting expression is cumbersome. In the restricted case of
ground state amplitudes of equal moduli a; = 4ao, and assuming further that at
threshold the sidebands are not frequency shifted with respect to the ground state
(Im(v) = 0) we find a compact form for the threshold condition:

2(2ag — kq) cos wy, oS Wy, +
12a3 — 4a3kq + ask + k3

5.50 i n wp,

(5.50) W sin wy, sin wy, +

40a3 — 36a3kq + 6azk3 + 9k3 0

8a3 -
where

3 \/—12a§ + 12a2k4 + 5k3 £ w
Wpm = 3 ,
w = /1440 — 3203k, — 40a3k3 + 2ak? + 9K,

The dashed line in Fig. 2 shows as as a function of k4 found from solving Eq.
(5.50) for the lowest branch of the transverse instability threshold. The minimum
threshold as ~ 1.94 occurs for k4 ~ 2.79. Note that in addition to the threshold
curve shown in Fig. 2 other solutions of (5.50) exist corresponding to higher lying
threshold curves. For as negative Eq.(5.50) has no solutions. It may be noted
that in the cascading limit of large 8 Eq. (5.45b) reduces to Ay = —(i/3)A? which
allows Eqgs. (5.45) to be rewritten as a single equation for A; with an effective cubic
nonlinearity that takes the form —(i/3)|A1|?A;1. The nonlinearity is self-focusing for
as positive and self-defocusing for as negative. We can thus state that modulational
instability without frequency shifts occurs only under conditions corresponding to
a self-focusing nonlinearity.

In order to verify that the analytic solution obtained for Im(v) = 0 corresponds
to the lowest threshold Eqs. (5.48,5.49) were solved numerically for as = +a; and
arbitrary complex v. It turns out that for as > 0 and k4 < 4.61 the solution found
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from solving Eq. (5.50) gives the lowest instability threshold. At as ~ 3.26, kg ~
4.61 a bifurcation occurs and for larger k4 the lowest instability threshold is obtained
in the presence of frequency detuning (Im(v) # 0), as shown by the solid and dotted
curves in Fig. 2.

For ay < 0 all solutions were found numerically from Egs. (5.48,5.49), and
they are accompanied by frequency shifts as shown in Fig. 2. The lowest insta-
bility threshold occurs on the solution branch shown in Fig. 2 at ay ~ —1.68 and
kq ~ 2.28. Additional branches with higher thresholds are not shown in the figure,

although they cross the depicted branch at several places for ky < 0.7. Note that
for both signs of ay the solution branches are duplicated since the sign of Im(v) is
arbitrary.

It is of interest to estimate the pump power necessary for experimental ob-
servation of the transverse instability. The pump beam irradiance is given by
I = (2¢0cn} /wid? L?)a? in units of W/m?2. The characteristic transverse spa-
tial scale of the instability is A = 27w/L/2k1ky. Assuming a gaussian type pump
beam and defining the ratio of the gaussian beam diameter d, to the spatial
scale A by m = dg4/A, we find an expression for the required pump power P =
(m3m2cL/4njwikq)I. Note that m cannot be too small since that would imply that
the generated sidebands do not overlap spatially with the pump beams over the
length L of the crystal. Simple geometrical arguments lead to the approximate re-
quirement m > (2/m)kg. Although the minimum instability threshold found in Fig.
2. occurs at |az| ~ 1.7 it is accompanied by frequency shifts that may complicate
experimental observations. We will therefore estimate on the basis of the slightly
higher threshold at kg ~ 2.7, a1 = as ~ 1.9. Assuming m = 5, a pump wavelength
of 1.06 pm, a crystal length of 1 cm, ny = 2.2, and d,,, ~ 30 pm/V which corre-
sponds to LiNbO3, we find I ~ 6.4 MW /cm?, A ~ 75 pum, and P ~ 3.5 kW. This
level of pump power is readily available with a nanosecond pulsed Nd:YAG laser.
Note that in the scheme considered here the same pump intensity must be provided
at both the fundamental and second harmonic frequencies.

Currently available poling techniques cannot, however, meet the requirement of
Ay, = 27/ky, ~ 120 nm. An alternative is to quasi phase match to a high order of a
longer period poling. This technique was used recently in an experimental demon-
stration of backwards second harmonic generation|[?]. For square-shaped modula-
tion of the nonlinear coefficient the effective nonlinearity is dp, crf = (4/7)dy /p
where p is the order of the phase matching. A realizable poling period of 3.5 um
gives p = 29, P ~ 1.8 MW, and a peak irradiance I ~ 3.3 GW /cm?, that is still
well below damage thresholds for LiNbOj3.

Finally it should be mentioned that at these irradiance levels two-photon ab-
sorption of the second harmonic beam may increase the threshold for observa-
tion of the instability. For a second harmonic beam at 0.53 pum recent measure-
ments of the two-photon absorption coefficient in bulk LiNbO3 indicate a value of
Ba = 2.5 x 10712 m/W [?]. Thus at the suggested irradiance of I = 3.3 GW /cm?
the irradiance reduction experienced in a crystal of length L = 1 cm is about
exp(—LB,I) = 0.43 or 57%. Note that the absorption occurs on the second har-
monic beam but not on the counterpropagating fundamental. We expect that the
power requirements for experimental observations will be increased by not more
than a factor of 2-3.
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Thus have demonstrated the presence of transverse modulational instability
of counterpropagating beams in a bulk x(®) medium without cavity feedback. By
analogy with similar absolute instabilities in media with a x nonlinearity we
expect that the nonlinear stage of the instability will result in the formation of
spatial patterns. Numerical estimates indicate that the effect should be observable
using currently available quasi phase matched media.

5.5. Wave Collapses

The Vlasov-Petrishchev-Talanov criterion [?] of a wave collapse within the
framework of two-dimensional nonlinear Schrodinger equation, found in 1971, is
a cornerstone in the theory of wave collapses. This was the first rigorous result for
nonlinear systems with dispersion, which showed the possibility of the formation of
a wave-field singularity in a finite time, despite the presence of the linear dispersion
of waves, the effect impeding the formation of point singularities (focii) in the linear
optics.

The nonlinear Schrodinger equation (NLSE) is written for the wave function
and, in terms of dimensionless variables, has the form

0
ot
Hereafter, the subscript t denotes a partial derivative over time. The NLSE de-
scribes the motion of a quantum-mechanical particle in a self-consistent potential
with attraction: U = —|¢|2. Just the attraction is a cause of the singularity forma-
tion. From the quantum-mechanical viewpoint, the collapse within the framework
of the nonlinear Schrodinger equation can be interpreted as the fall off a particle
to an attracting center in a self-consistent potential [ZK86].

Equation (5.51) is often called the Gross-Pitaevsky equation [?]. In particular,
this equation fairly accurately describes long-wavelength oscillations of the conden-
sate of a weakly imperfect Bose gas with negative scattering length. At present, Eq.
(5.51) is the basic model for studying the nonlinear dynamics of Bose condensates
(see, e.g., [?, ?]). In nonlinear optics, two-dimensional Eq. (5.51) describes the
stationary self-focusing of light in a medium with Kerr nonlinearity. In this case,
the wave function is the envelope of the field of a quasi-monochromatic electro-
magnetic wave, the time ¢ has the meaning of the coordinate along the direction of
light-beam propagation, and the second term in Eq. (5.51) describes diffraction of
the beam in the transverse direction.

The Vlasov-Petrishchev-Talanov criterion follows from th e following relation-
ship for the second time derivative of the mean square size (r?) = N~1 [ r?[¢|2dr
of the distribution:

(5.51) + AP+ [¢[*) = 0.

2

(5.52) T

/r2|w|2dr = 8H,

N = [1opar

is the total number of quasi-particles and the Hamiltonian H is given by

(5.53) H:/|V1/)|2drf%/\1/z\4derfY.

where
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F1cURE 1. Interaction of counterpropagating fundamental F1, and
second harmonic Es, beams in a x(?) medium poled with period
A,,. Spatial sidebands of amplitude fi,b. are generated inside the
medium.
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FIGURE 2. Pump amplitude as and frequency shifts Im(v) at the
threshold for transverse instability. The dashed line is ay found
from Eq. (5.50), while the solid and dotted lines are as and Im(v)
respectively, found from numerical solution of Eqs. (5.48,5.49).

Equality (5.52) is verified by the direct calculation. This relationship is often
called the virial theorem since the quantity N(r?) can be considered the inertia
moment. In the classical mechanics, the simplest way of deriving the virial theorem,
i.e., the relationship between the average kinetic and potential energies, consists
namely in calculating the second time derivative of the total inertia moment of the
whole system.

Since H is a conserved quantity, Eq. (5.52) can be integrated two times. This
yields the relationship

(5.54) /TQW)\er = 4Ht? 4+ C1t + Oy,

where (' o are the additional integrals of motion. The existence of these integrals is
explained by two Noether symmetries: the lens transform (this fact was established
by V.I. Talanov [?] in 1970) and the scaling transforms [?] (see also [?, ?]).

The Vlasov-Petrishchev-Talanov criterion follows immediately from Eq. (5.54).
The mean square size < 2 > of any field distribution with negative Hamiltonian

(5.55) H <0,

and arbitrary C1 and C2, becomes zero in a finite time, which, with allowance for
the conservation of IV, is indicative of the formation of a singularity of the field ).
In the three-dimensional case (D = 3), Eq. (5.52) is replaced by

2

(5.56) 7

r2[Y|dr = 4(2H - Y),
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and equality (5.54), by the inequality
(5.57) N(r?) < 4Ht*> + C1t + Cs,

where C' » are the integration constants determined by the initial conditions. The
last relationship yields the same sufficient criterion of the collapse as for D = 2:
H<O0][?.

Being one of the most striking, the Vlasov-Petrishchev-Talanov criterion be-
came well known mostly in the physical literature, while mathematicians recog-
nized the paper [?] later. In 1974, Levine [?] proposed to search sufficient criteria
of collapses using majorizing second-order differential inequalities for a positively
defined quantity R, which have the form (see also [?])

(5.58) RyR— (1+a)R; > f(R),

where the number « > 0 and the function f(R) are specified based on the model
being studied. The collapse corresponds to tending of the quantity R to infinity in
a finite time.

The simple ansatz (see [?])

(5.59) R= A"
reduces Eq. (5.58) to

ov

. < -

(5 60) Att =~ 6A,
where

A
V(A) = / QA0 f(A-1 YA,

There is a simple mechanical interpretation of this inequality. The quantities A and
V(A) play the role of the coordinate and potential energy of a particle, respectively.
In the particular case of NLSE (5.51), the potential is a linear function V(4) =
—8HA and A = N(r?).

The time of collapse in this system corresponds to the instant when the particle
reaches the coordinate origin A = 0. Hence one can easily obtain the necessary
conditions for the potential form V(A) and the initial conditions for which the
particle can fall on the center, and estimate %, the time of collapse. To ensure that
the particle reaches the coordinate origin A = 0, it is sufficient that the potential
V(A) increases monotonically with increasing A. Then, in the case of leftward
motion (A; < 0), inequality (5.149) can be integrated once:

A2

(5.61) E(t) = 7T +V(A) > E(0).

Here, E(0) is the particle energy at the initial time ¢ = 0 and E(t) is the current
value of the particle energy. The sign > in the inequality (5.61) means that the
particle energy increases in the course of leftward motion, and the upper limit of
the quantity t is given by the integral

40 dA
(5.62) to S/ _—
0 2/ E(0) -V (A4)
Thus, the negative initial velocity

A (0) <0



5.6. CRITERION OF COLLAPSE IN THE THREE-DIMENSIONAL NLSE 239

is the sufficient criterion of collapse for monotonic potentials. If the initial velocity
is positive, then, generally, it is possible that the particle is not rejected from the
reflecting point at which its velocity is zero. However, if the derivative dV/9A is
bounded from below by a certain (positive) value B, then the particle will eventually
reach the coordinate origin for an arbitrary initial velocity. This follows from the
estimate

K bov 1
A< —/ dtl/ —dty + Cit + O < —*Bt2+01t+02.

obtained by integrating Eq.(5.149) twice over t.

In 1978, Kalantarov and Ladyzhenskaya [?] applied the Levine’s approach for
deriving the criterion of collapse for the equation of a nonlinear string, which is
often called the Boussinesq equation. The problem of collapse for an integrable
equation, e.g., the Boussinesq equation (see [15]), was surprising at that time and
stimulated great debates. Later on, this issue was clarified in [?, ?] within the
framework of the inverse scattering transform.

The later works aimed at obtaining integral criteria of collapses (see [?]-[?]),
showed that all such criteria are somehow based on using majorizing inequalities
similar to Eq. (5.58). In this review, based on the concrete examples, we show how
the positively defined integral quantity R is constructed and derive the correspond-
ing majorizing inequalities. Taking into account the form of the expression for R
and the temporal behavior of this quantity, one can infer which parameters of a
wave field (e.g., the field amplitude or its spatial derivatives) tend to infinity and
estimate the time of collapse.

The method itself, with which inequalities similar to Eq. (5.58) can be con-
structed, is given a significant place in this review. This approach is based on
various integral estimates. First of all, we mean inequalities of the Sobolev type,
which follow from the famous embedding theorems by S. L. Sobolev, in particular,
for L, and spaces W3 with the norms

1/p 1/2
||u||p[/ |u|pdx} L (p>0), ||U|W21{/(|U|2+|VU|2)d4 ,

respectively. These equations were used for the first time to prove the stability of
ion-acoustic solitons in a magnetized plasma [?]. The fact that the Hamiltonian is
bounded was laid in the basis of this proof. This approach was widely used later
to ascertain the stability of solitons of various types see, e.g., the review [?]). We-
instein [?] applied these inequalities to the collapse problem (see also [?]). These
estimates are closely related to soliton solutions which play the role of separatrices
and delimit collapsing states and the distributions spreading due to the linear ef-
fects, i.e., diffraction and dispersion of waves. In particular, this is the case for the
three-dimensional NLSE.

5.6. Criterion of collapse in the three-dimensional NLSE

Equation (5.56) shows that the criterion of collapse, given by Eq. (5.55), is not
sufficiently accurate for D = 3 since this criterion was derived using the simplest
estimate for the quantity Y . In this section, we show how the estimate (5.55) can be
improved and demonstrate the possibility of a collapse for a positive Hamiltonian
whose threshold value is equal to the value of H corresponding to the basic soliton
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(s) solution of Eq. (5.51):

(5.63) W(r,t) = Ago(Ar)e*t

Here, the normalized wave function ?0 is spherically symmetric, does not have
nodes, and obeys the equation

(5.64) —¢0 + Ago+ | do |* ¢ = 0.

This implies that the total number of particles corresponding to a soliton solution
is inversely proportional to A:

(5.65) N, = No/A,

where, according to [28], Ny = 18.94. Tt can easily be seen that solution (5.63) is a
stationary point of the Hamiltonian H for a fixed particle number V:

S(H 4+ M\’N) = 0.

A number of conclusions on the possible stability or instability of soliton solutions
can be drawn already from this relationship. Following [?], we consider scaling
transforms of the wave function 1, for which the total number of particles is con-
served (N = inv):

b(r) = a2 (r/a).

In this case, the Hamiltonian H becomes a function of the scaling parameter a of

the transform :
Xs Y

H(a)zﬁ a3.

A soliton corresponds to the maximum of this function, which is reached at a = 1.
This means that such a soliton can be unstable, and this instability actually exists.
According to Eq. (5.65), the Kolokolov-Vakhitov linear criterion of stability [?]

ON;
ON?

is not satisfied, which means instability of the soliton. It is also important to note
that for @ — 0, due to the nonlinear interaction, the Hamiltonian H (a) turns out to
be a function unbounded from below, which implies the possibility of a collapse as
the typical size of the distribution decreases. At the same time, this function tends
to zero for a — oo due to the dispersion term in H(a). Therefore, a soliton solution
can be treated as a separatrix delimiting collapsing and non-collapsing solutions.
In what follows we use namely this fact to find a more rigorous criterion of collapse.

Between the integrals X and Y at the maximum point of the Hamiltonian,
corresponding to the soliton solution, we have the relation: 2X; = 3Y;. Another
relationship between these integrals can be obtained by multiplying Eq. (5.64) by
1 and integrating over r. As a result, two obtained relationships yield

(5.66)

>0,

(5.67) X, =3NZ/N,, Y,=2N2/N,, H,= NZ/N,.

To find a more precise estimate of the right-hand side of Eq. (5.56), we use the
multiplicative variant of the Sobolev inequality [?, ?]:

(5.68) Y < CNY2x3/2,
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where C'is the constant. The best value of C'is found by minimizing the functional
J:

N1/2X3/2
(5.69) Chest = min J[¢)] = min <) )

Y

It is not difficult to verify that the corresponding Lagrange-Euler equation for the
extremum of the functional J is identical to Eq.(5.64 for the soliton solutions. The
quantity J attains its minimal value at the spherically symmetric soliton without
nodes (the ground state). According to Eq. (5.67), the constant Ces; turns out to
be equal to (see, e.g., [?, ?]):

2 1
5.70 Chest = —=—.
( ) best 3\/3 NO
As a result, the inequality (5.68) becomes

) N1/2

5.71 < X¥2
(5.71) T 3V3 No
Next, consider the function
(5.72) F =X — ChaNV2X3/2.

By construction, F' is the lower boundary of the Hamiltonian H for fixed N and,
as a function of X, has the maximum F = Hy = N3/N at X = Xy = 3NZ/N.
Here, Hy is the value of the Hamiltonian for the ground-state soliton. Thus, the
plane (H, X) can be divided into three regions:

I.LO<H<Hyfor0< X < Xy.
I. Hy > H > —oo for Xy < X < oo (this region includes the half-plane H
i0).
III. H > Hy for 0 < X < oo.
In the first region, for arbitrary values of H the quantity X does not exceed its
maximal value Xy = 3NZ/N. Hence, according to the uncertainty relation,

> 257
4X
the average (r?) occurs bounded from below. As a result, the collapse of the
distribution as a whole turns out to be impossible. Moreover, since X is bounded
from above, one can show that the formation of a singularity of the wave function
1 is also impossible for any ¢ > 0 [?]..
For the second region we can write the following estimate

(5.73) (r?)

d2
(5.74) Nﬁ<r2> =4(2H-Y)=4(3H — X) < 4(3H — Xn) =12(H — Hy) ,
Integration of Eq. (5.74), yields the inequality
(5.75) N{(r?) < 6(H — Hy)t* + Cit + Co,

from which a more sharp criterion for three-dimensional collapse is obtained:
(5.76) H < Hy = NZ/N .

Here, Hy is the value of the Hamiltonian for the ground-state soliton. The criterion
(5.76), as well as the Vlasov- Petrishchev-Talanov criterion, is only sufficient.



242 5. SOLITONS IN MULTIDIMENSIONS AND SOLITON STABILITY

In the third region, where H > Hy, the collapse of a distribution as a whole is
possible only for certain initial conditions. By appropriately choosing the constants
C1 2 one can ensure that the average (r?) can vanish. For example, collapse takes
place for C; # 0, which corresponds to an initially prefocused distribution, for
which the value of X exceeds Xy under the following constrain (see [13]):

Cy < —/24(H — Hy)Cs.

5.7. Criterion of collapse for the nonlinear Klein-Gordon equation and
the Ginzburg-Landau equation

Consider the Lorentz-invariant Klein-Gordon equation with cubic nonlinear
term:

(5.77) e = + An + [n*n .

The equation of such type was derived in [KL95] for description of the over-
threshold (the positive growth rate v > 0) behavior of surface gravity-capillary
waves excited by wind due to the Kelvin-Helmholtz instability. In this case, n has
the meaning of the envelope of a wave with the carrier wavevector kg = ny/g/a,
where ¢ is the gravity acceleration, « is the surface tension coefficient, n is the
unit vector aligned with the wind velocity, and A is the two-dimensional Laplace
operator. An important feature of Eq. (27) is the attraction, i.e, the plus sign of
the nonlinear term |n|?n. The latter means that the nonlinearity does not stabilize
instability of spatially homogeneous states for v > 0, but, on the contrary, amplifies
this instability and leads to an explosive growth of the amplitude 7 in a finite time.
Consider the question on the criteria of collapse for spatially localized distributions
n(r,t). Let us introduce the positively de.defined quantity R = [ |n|*dr > 0 and
consider its temporal evolution. Equation (5.77) makes it possible to find that
d’°R
dt?
Here, H is the Hamiltonian of the system (5.77), which is equal to

1
1= [ (el =+l + (90 = Slal*)d.

Then, multiplying Eq.(5.78) by R and using the Cauchy-Bunyakowsky inequality,
we arrive at the inequality similar to (5.58):

(5.78) = —4H+/[6|77t|2 + 2|Vl + 2}7||n?]dr.

3
(5.79) RuR — 53? > —4HR + 2yR?.

Applying the ansatz R = A2 (see Eq. (5.59)), we obtain inequality (5.149) where
the potential is given by the formula
HA* A?
V(A) =— —.
(4) 5t
If the norm R becomes infinite in a finite time, then the solution of Eq. (5.77)
will no longer be smooth, and a singularity occurs in the solution no later than the
quantity R becomes infinite. The appearance of a singularity for the quantity A
means that the particle reaches the coordinate origin A = 0 in a finite time. If the
velocity A; is negative, then we arrive at the inequality (5.61):
A2
(5.80) Et) = 7t +V(A) > E(0) .
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The sign of the inequality means that the particle gains energy while moving toward
the center. Using this relationship, we can easily find all cases where the particle
can reach the point A = 0. The collapse takes place in the following cases:
1) for H < 0and v <0 if E(0) > 0 and A4; < 0;
2) for H < 0 and v > 0 if A.(0) < 0;
3) for H > 0 and v > 0 if 4,(0) <0, A%2(0) < ~/(2H) , and E(0) < ~v2?/(8H) or if
A4(0) < 0 and E(0) > ~2/(8H).
In all these cases, the upper estimate for the time of collapse tq is obtained using
integral (5.62).

Since the particle has a certain velocity near the coordinate origin A = 0, the
following estimate holds for the norm R = [ |n|?dr near the singularity:

C

2

(5.81) /|17| dr > TEnER

It is important to note that estimate (5.81) does not depend on the dimension of
space. This estimate corresponds to an amplitude increasing as n ~ (to —t)~* and
to an almost unchanged or even expanding region of the collapsing solution.

A similar case is realized for a collapse described by the Ginzburg-Landau
equation of the form
(5.82) %‘f =y + Atp + 29| *y.

This modification of the Ginzburg-Landau equation is valid near the critical point
in the case of hard excitation. For example, this equation describes generation
of pulses in a ring laser with a nonlinear absorbing cell bleaching with increasing
intensity [?] and also holds near the convection threshold in binary liquids [?], [?].

If 4 is real-valued, then Eq. (5.82) reduces to the nonlinear heat transfer equa-
tion (see the classical paper [?] by Piskunov, Petrovsky, and Kolmogorov concerning
the application of this equation to the problem of combustion).

In the case of spatially homogeneous solutions, the fact of the singularity for-
mation for ¢ can easily be verified. If v > 0, then o firstly grows for small initial
data and then, at the nonlinear stage, ”explodes” in a finite time. If v < 0, then
the explosive regime can only be realized if 2[1g|? > |7|.

Let us now obtain the criterion of collapse for spatially localized distributions
(v — 0 for r — o0).

The equation (5.82) belongs to the class of gradient systems, i.e., can be written

as
F

(5.83) %f = —;w—*.

Here

(5.84) F= [(VP Aol - [o]t)ir = X 4N -y

is the Lyapunov functional, or the free energy, since

(5.85) Z—I; = —2/\¢t|2dr <0.

Thus, F is a decreasing function of time. In particular, if F < 0 at the initial
time instant, then the free energy F remains negative for all ¢ > 0. In this case,
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according to Eq. (5.82) the quantity N obeys the equation

dN
(5.86) i 2yN —2X +4Y = -2F 4+ 2Y,
which shows that the power N increases with time if F' is negative. Let the ratio
—F/N be chosen as the functional R. If the initial conditions correspond to a
negative value of F', then R is positive definite at any time. The temporal derivative

of R is given by the expression

drR _ 2 [ [¢e[*dr + FNy

dt N N2~

The first term in this formula is estimated using the Cauchy-Bunyakowsky inequal-
ity:

(5.87)

dN

G =2 [ Wllvdde <28V fuary,

Substituting the estimate for the integral [ 1;|*dr into Eq. (5.87) and taking into
account definition (5.84) of F', we obtain the desired majorizing inequality:

dR _ Ny [N R 5

(5.88) dtzNz{2+F}22N(—F+Y+N)22R.
This first-order differential inequality is the simplest version of the general inequal-
ity (5.58). The inequality (5.88) is easily integrated, which yields the estimate for
R [?] (see also [?]):

1
to—t’
where the time tg is expressed in terms of the initial value R|;—o = Ry:
1
2Ry’
This estimate can be made more stringent for v < 0 in a similar way as was used
to derive criterion (5.76). In this case, the sufficient collapse criterion yields the
upper estimate for the initial value of F' [?] :

F|t=0 < FS7
where Fj is the free energy of ground-state soliton solution (5.63) of the NLSE.

2R >

to

5.8. Collapses in the hydrodynamic type systems

Let us begin this section with the simplest hydrodynamical model, i.e., the
Euler equations for dust with negligible pressure,

op o
(5.89) n + div pv =0,
ov

Here, we assume that the velocity v sufficiently rapidly tends to zero at the infinity
to ensure that all the norms considered below are finite.

Equations (5.89) and (5.90) can easily be solved within the framework of the
Lagrangian description. In terms of the Lagrangian variables, Eq. (5.90) describes
the motion of free particles:

(5.91) r =a+ vg(a)t,
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where vg(a) is the initial velocity. The free motion of Lagrangian particles is the
reason for breaking in the dust hydrodynamics, which corresponds to intersection
of the trajectories of fluid particles. In terms of the mapping describing the trans-
formation from the Eulerian to Lagrangian description, the breaking means that
the Jacobian J becomes zero. This process represents a collapse for Egs. (5.89) and
(5.90), which results in an infinite velocity gradient and density p at points where
the Jacobian is zero. That is why the breaking is sometimes called the gradient
catastrophe.

It is worth mentioning that Egs. (5.89) and (5.90) have important astrophysical
applications. According to Ya.B. Zeldovich [?], the breaking is the reason for the
formation of protogalaxies from the stellar dust.

The condition of breaking and the time of breaking are locally determined from
the initial velocity vg(a). In this section, we do not consider this issue in detail
(see, e.g., [?]) and restrict ourselves to obtaining the sufficient integral criterion of
breaking.

We begin with one-dimensional equation (5.90):

(5.92) v+ ov, =0 .

1, :/ vy dx,

in which n is an integer. It can easily be obtained from E . (5.92) that the
evolution of these integrals is determined by the following recurrence relationships:

and introduce the integrals n,

dl,
In particular, for n = 2 and n = 3 we have
d
(5.94) 7 v2 dr = — /vf; dzx |
d
(5.95) pn v dr = —2/11;1 dx .

Applying the Cauchy-Bunyakowsky inequality to the right-hand part of Eq. (5.94),
we find

d[ 1/2
(5.96) d—f < (/ vidx> 2,

Next, substituting
1d?I.
Iy = / v} de = = 2

2 dt?
into Eq. (5.96), we arrive at the closed inequality for the integral Is:
2
d?I, dls
5.97 I — -2 — >0
(5.97) 2 e ( at | —

which is the particular case of Eq. (5.58) with f(R) = 0. Respectively, the change
I, = A~ transforms Eq. (5.96) into the inequality

(5.98) Ay <0.
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which implies that the criterion of collapse is given by the constraint on the initial
value of the derivative dly/dt for t =0 [?]:

I5:(0) > 0
or

I3(0) = /v(‘;’xdas <0.

A similar criterion for a multi-dimensional problem can also be obtained in the case
where the matrix
_ 9y
Y Oy
has real eigenvalues for ¢t = 0. This can be realized if the following condition is
valid:

2
(5.99) 2(tr §)? — 5tr(SQ) > w?,

Here, tr denotes the trace of a matrix, S = 1/2(U + UT) is the symmetric part of
the velocity deformation matrix U, w = rot v is the vorticity, and the subscript T’
denotes transposition.

In the multi-dimensional case, the majorizing inequality is written for the quan-
tity

I= / (det U)%dr

and has the form (see the details of derivation in [?]):

2
a21 1\ [dI
) - — (=] >
(5.100) I'os (1+ D) <dt> >0,

where D is the space dimension. Inequality (5.100) is reduced to Eq. (48) by means

of the ansatz )

A= Ti/D
The criterion of collapse, as before, consists in the requirement that the initial
particle velocity be negative:
A4(0) < 0or I;(0) >0 .
The corresponding time of collapse is estimated as follows:
DI(0 1
to < ( ) =

L0) — {(A0)

where (\) is the average eigenvalue of the matrix Ui—:

I, 1 )

The next example of a system of hydrodynamical type is the Boussinesq equation

(5.101) Ust — Uz + Ussww + (U?) gz = 0.
This equation yields the following dispersion relation for small-amplitude waves:
w? =k + &k,

which is identical to the Bogoliubov spectrum for oscillations of the condensate of
a weakly imperfect Bose gas. The nonlinearity in Eq. (5.101) is hydrodynamical.
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In the absence of dispersion, i.e., when w? ~ k% , Eq. (5.101) reduces to the
nonlinear acoustic equation which describes, in particular, breaking of a finite-
amplitude acoustic wave (the simple Riemann wave). In this case, the function U
can be considered the density fluctuation for which the natural constraint

o0

(5.102) / Udz = 0,
— 00

expressing the conservation of mass, should hold.

Hence, in contrast to Egs. (5.89) and (5.90), both factors, i.e., the nonlinearity
and the dispersion, are taken into account in Eq. (5.101). Solutions in the form
of stationary waves dependent on x — ct, which are identical to the cnoidal wave
solutions for the Korteweg - de Vries equation, can easily be found for Eq. (5.101).
In particular, the soliton solutions of both equations are the same. Moreover, both
of these equations admit the Lax representation, i.e., can be integrated by means
of the inverse scattering transform [?, ?]. Despite its ”integrability,” Eq. (5.101)
has solutions of the collapsing type. This fact was demonstrated for the first time
by Kalantarov and Ladyzhenskaya [?] in 1978. The existence of collapse in Eq.
(5.101) was proved by constructing a majorizing inequality similar to Eq. (5.58)
for the positive definite quantity

/ W2dz,

where U = W, (in accordance with Eq. (5.102) W is assumed to tend to zero at
the infinity).
Equation (5.101) is a Hamiltonian equation, and its Hamiltonian is given by

(5.103) H = / 1224+ (W) /2 + (Wee)?/2 — (W,)2/3lde = I, + I + I3 — Iy,

where ® has the meaning of a velocity potential which is defined from the equations
(5.104) Wy =0,, & =W, — Wype — W2

To find the corresponding inequality, let us firstly find the time derivative of the
quantity R:

(5.105) R; = —2/W<I>zdx < 2RY2(21))'/2.

The second derivative, according to (5.104), is equal to
(5.106) Ry = AL — 4l — Al + 61,

Then, substituting R and its derivatives (5.105) and (5.106) into the expression
Ry R — (1 4 a)R?, performing simple algebra, and taking into account definition
(5.103) of H, we obtain

(5.107) RuR — (14 a)R2 > R[—6H + 21, + 215 + 2(1 — 4a)11].

Hence it is seen that, since the integrals I 3 are positive, this inequality for o = 1/4
can be reduced to the form of Eq. (5.58):

(5.108) RyR— (1+1/4)R? > —6HR.

Applying the change
R=A""4
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we arrive at the inequality (5.149) in which the potential
1
V(A) = _ZH AS.

This shows that the particle can reach the coordinate origin if the initial velocity
is negative and the initial energy E(0) is positive. If H > 0, then the collapse,
i.e., tending of the integral R to in.nity in a finite time, is possible provided the
condition

> 0.
t=0
is satisfied. If H > 0, then the collapse is also possible, but only under two addi-
tional conditions:

A(0) < 0 or / W, dx

A (0) <0, E(0) >0,
which, in terms of the variables W and ®, are written as follows:
R:(0) > 0, 32(R,(0))? — 7 > 0.
R™(0)

As it is shown in [?], these criteria for Eq. (5.101) can be generalized to the case
of periodic boundary conditions.

The majorizing inequality can also be obtained for the ”improved” Boussinesq
equation with negative dispersion [?]:

(5.109) Ut — Usa = Ugart + (U?) e = 0.

In contrast to the classical integrable Boussinesq equation with negative dispersion,
Eq. (5.109) corresponds to the stable dispersion relation

2 _ k?
14 k2’
The majorizing inequality for Eq. (5.109) is constructed for the quantity [?]

R= /(g2 + ¢2)dz > 0,

where g, =U and 0 < o < 1/4.

5.9. Generalizing the Vlasov-Petrishchev-Talanov criterion

In this section, we consider how criteria similar to the Vlasov-Petrishchev-
Talanov criterion can be used for studying collapses in three-dimensional wave
systems. Two examples will be discussed: the generalized Kadomtsev-Petviashvili
equation

0

(5.110) o U+ Usee + (n+2)(n + DU PUL) = ALU

and the so-called hyperbolic nonlinear Schrodinger equation
O
=

ot
In these two equations A | = 04 + 0yy is the Laplace operator in the plane per-
pendicular to the z axis corresponding to the main direction of wave propagation.

(5.111) + ALY — Y.+ [P =0.
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5.9.1. Collapse in KP-type equations. Consider collapse in Kadomtsev-
Petviashvili (KP)-type systems. We begin with the classic KP equation with the
positive dispersion

0
(5.112) 9 (ug + Ugza + Buu,) = 3A u,

which describes the propagation of a beam of weakly nonlinear acoustic waves in
a medium with weak dispersion as discussed in Section ?7??. The second term in
the left-hand side of Eq (5.112) is responsible for dispersion effects, the third term
describes the effects of sound wave steepening, and the term in the right-hand side
describes the diffraction
The case n = 3in Eq. (5.112) corresponds to the classical Kadomtsev-Petviashvili

equation. The Kadomtsev-Petviashvili equation with n = 4 appears in a description
of waves of the acoustic type in antiferromagnets for certain angles of propagation

[?]..

The hyperbolic NLSE (5.111) appears in a description of the evolution of quasi-
monochromatic waves with negative dispersion, which corresponds to the minus sign
of the term v,, (see [Zak68, 7, ?]). The classical examples of such waves are the
surface gravity waves on deep water and electromagnetic waves in dielectrics with
normal dispersion.

We begin our analysis from the Kadomtsev-Petviashvili equation (5.112) as-
suming n = 4. Consider the quantity

1
o) = [ rivtar

which, owing to the conservation of N = f UZ?dr, has the meaning of the average
square radius of the beam. It was shown for the first time in [?] that an analog of
the virial theorem (5.56) exists for the quantity (r?):

d2
(5.113) ) 2 U?dr = 48H — 8 / UZdr,

where H is the conserved Hamiltonian, equal to

2 2
H:/[U;+VLW —U4]dr.

2
for n = 4. This immediately yields the estimate
d2
(5.114) -5 r3 U?dr < 48H.

Hence, the collapse, i.e., shrinking (formally to a zero size), of a beam takes place
for H < 0 [?]. It can be shown that the criterion of collapse, H < 0, holds for an
arbitrary integer n > 4.

Nevertheless, the criterion of collapse for the classical Kadomtsev-Petviashvili
equation, which is most important from the viewpoint of various applications, re-
mains an open question, although the fact of unboundedness of the Hamiltonian H
from below for fixed N = f UZ2dr and the collapse realized in numerical simulations
[?, ?] are indicative of the possibility of a collapse.

Concerning the hyperbolic nonlinear Schrodinger equation (5.111) in the three-
dimensional case, we show how an analysis of inequalities of the virial type yields
the conclusion that the collapse of a wave packet as a whole is impossible at the
stage when a pulse compresses in all three directions. We should note that, strictly
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speaking, the proof outlined below does not exclude the possibility of singularity
formation for initial conditions different from those considered in this section.

The equation (5.111) with hyperbolic second-order operator describes different
behavior of a wave packet in the longitudinal direction (along the z axis) and in the
direction transverse to this axis. The quasiparticles are attracted to each other in
the transverse direction and tend to shrink the beam across the z axis. The masses
of quasi-particles in the longitudinal direction are negative, so the nonlinearity tends
to increase the packet size along the z axis. In this respect, the main question is
whether there is enough time for the singularity formation due to the transverse
shrinking, despite the longitudinal expansion of the quasi-particles.

The equation (5.111) belongs to the Hamiltonian one with

(5.115) H = /|vm|2dr - / |, [2dr — |¢|4dr =1, -1, -V

Consider variations in the wave-packet average square sizes (r? ) and (z?) along and
across the z axis, respectlvely Calculations similar to (5.52) give

(5.116) thz r?) _4[ /|Vﬂp\ dr_/|¢|4dr},

_ 2 4
(5.117) ﬁ 8/|1/1z dr+2/\1/1| dr.
The quantities (r?) and I, from (5.116), as well as (2?) and I, from Eq. (5.117),
obey the uncertainty relations
(5.118) IL(r) = N, I(z%) > 1/4.

With the help of these relations and using the definition (5.115) of H, one can
estimate the right-hand sides of Egs. (5.116) and (5.117):

(5.119) Nd2<r>—8H+8I > 4H+2N
' a2V + (22)’
(5.120) N— @ (2%) = —4H + AL + 41, > 4H—|—4l
' d? e (r?)
Consider now the regime of shrinking in all directions when
d, o d,
%<T’J_><O, %<Z><O,

which is most favorable from the collapse viewpoint, and show that a collapse,
treated as a decrease in the average square transverse and/or longitudinal sizes to
zero ((r?) — 0, (22) — 0), is impossible in this case.

At first, we prove that the average longitudinal square size 22 of the wave packet
cannot vanish if %(zg) < 0. Consider Eq. (5.117), from which, with account of Eq.
(5.118), the closed inequality for (22) can be obtained:

2, N
—_— >8I, >2——.
iz ) 28k 22y

This relationship can be integrated once over time if < (22?) <0, d.2,dt < 0:

(5.121) N

2 2
(5.122) £(t) = % (dilzt >) — 9ln(22) < £(0),
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where £(0) is the initial value of £(¢). If (2?) — 0, then the left-hand side of this
inequality increases to infinity due to the logarithmic term, that contradicts the
inequality (5.122). Thus, compression (22) — 0 is impossible.

Let us now show that the collapse to zero in the transverse direction is also
impossible. For this aim we multiply the inequality (5.119) by %<z2> < 0, and the
inequality (5.120) by 4 (r?) < 0, sum the results, and then integrate the obtained
expression over time from zero to t. As a result, we get

d(rl) d{z*)

(5123) E(t) = N— o= —8H(2%) +4H (1) — 2NIn (%) ~ ANIn(r}) < (0),

where E(0) is the value of E(t) at the initial instant of time. It follows immediately
from this inequality that collapse at the shrinking stage is impossible since the
first term on the right-hand side of Eq.(5.123) is positive by definition, the terms
proportional to H are finite, and the logarithmic term turns out to be infinitely large
for (r?) — 0. This does not conform to the fact that the function E(t) is bounded
from above by the initial value F(0). Hence, the collapse of a three-dimensional
wave-field distribution as a whole is impossible at the most ”dangerous” stage of
shrinking in all directions [?]. Does this mean that collapse in such a system is
entirely impossible? Strictly speaking, not, because, firstly, criteria similar to the
Vlasov-Petrishchev-Talanov criterion are sufficient and, secondly, the above analysis
shows that collapse, if possible, should be searched for regimes corresponding to the
outflow of the gas of quasi-particles in the longitudinal direction, which stipulates
the increase in the longitudinal size of the wave packet. However, despite significant
interest in this problem (see, e.g., recent publications [?, ?, 7] concerning this issue),
this questions remains open at present.

5.10. Critical Collapse of NLSE

The catastrophic collapse (self-focusing) of a high power laser beam has been
routinely observed in nonlinear Kerr media since the advent of lasers [Ask62,
CGT64, Boy08, SS99]. The propagation of a laser beam through the Kerr media
is described by the nonlinear Schrédinger equation (NLSE) in dimensionless form,

(5.124) i0.4) + V20 + [y =0,

where the beam is directed along z-axis, r = (x,y) are the transverse coordinates,
¥(r, z) is the envelope of the electric field, and V = (a%, 8%). NLSE (5.124) also
describes the dynamics of attractive Bose-Einstein condensate (BEC) [PS03] (z is
replaced by the time variable in that case). In addition, NLSE emerges in numerous
optical, hydrodynamic, and plasma problems, and describes the propagation of

nonlinear waves in general nonlinear systems with cubic nonlinearity.
Equation (5.124) can be rewritten in the Hamiltonian form

. o0H
with the Hamiltonian
1
(5.126) H= / (IVy]? — 5|1p|4)dr.

Another conserved quantity, N = [ |¢)|*dr, has the meaning of the optical power
(or the number of particles in the BEC). The sufficient condition for the collapse
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is H < 0, while the necessary condition is N > N, where N, is the critical power
defined below.

While the large power N > N, typically produces multiple collapses (mul-
tiple filamentation of the laser beam [BSL™'04]) with strong turbulence behav-
ior [DNPZ92, LV10], the dynamics of each collapsing filament is universal and
can be considered independently. Each collapsing filament carries the power N
only moderately above N.. We consider a single collapsing filament (laser beam)
centered at r = 0. For z — 2. the collapsing solution of NLSE quickly approaches
the cylindrically symmetric solution, which is convenient to represent through the
following change of variables [SS99]:

1 i
(5.127) b(r.2) = V(o) T e =,
Here, L(z) is the z-dependent beam width, and
r o de
5.128 = — - -
(5129) =5 = |

are blow up variables such that 7 — 0o as z — z.. Transformation (5.127) was
inspired by the discovery of the additional conformal symmetry of NLSE which is
called the “lens transform” [Tal70, KT85, FP99].

It follows from (5.124), (5.127) and (5.128) that V(p, 7) satisfies

B

(5.129) 0V + VoV =V 4+ [VIPV + 2p°V =0,
where
(5.130) B=—-L’L.. and V.=0,+p 0,

As z — z., (8 approaches zero adiabatically slowly and V' (p) approaches the ground
state soliton R(p) [FP99]. The ground state soliton is the radially symmetric, z-
independent solution of NLSE, —R—&-V%R—i—R?’ = 0. It is positive definite, i.e., R >
0, with asymptotic R(p) = e ?[Agp~ /2 + O(p~3/2)], p — oo, Ar = 3.518062...
[FP99]. Also R defines the critical power

(5.131) N, = 27T/R2pdp = 11.7008965 . . .

The limiting behavior in V' — R as z — z. implies that the 0,V term in (5.129) is a
small correction compare to the other terms. Also [ can be interpreted as quantity
proportional to the excess of particles above critical, N — N,, in the collapsing
region [Mal93, FP99].
(Fmmmmmmmmmmmm e e e )
Consider the nonlinear Schrodinger equation in the spatial dimension D with
a power law nonlinearity

(5.132) iy + V2 + |97 =0

and the decaying boundary condition #(r,t) — 0 for |[r| — co. Here o > 0. Similar
to cubic NLSE (2.173), NLSE (5.132) is the Hamiltonian system

(5.133) by = _i‘?;
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with the Hamiltonian

1
(5.134) H= / <v¢|2 - |¢|2<”+1>> dr.
o+1
Consider the second spatial moment of |1|? defined as
(5.135) At) = /|r|2|¢|2dr.

Using (5.132), integrating by parts, and taking into account vanishing boundary
conditions at infinity one obtains

(5.136) A = /Qmj(z/;awjz/? — Y0y, ) d’r,
where 0, = % and repeated index j means summation over all space coordinates,
j=1,...,D. After a second differentiation over ¢, one obtains that
4(cD —2) 9
5.137 Ay =8H — ———— Sl
( ) tt o1 / ] r

which is called by a wvirial theorem.
It follows from equation (5.137) that

(5.138) Ay < 8H
if oD — 2 > 0. Integrating the differential inequality (5.138) one obtains that
(5.139) A(t) < 4Ht* + Ay (0)t + A(0).

If H < 0 then it follows from the inequality (5.139) that A(¢) < 0 for large enough
t. It contradicts the positive definiteness of A which follows from the definition
(5.135). Thus qualitatively we expect that the mean square width

_ JIeP e
N

vanishes in the finite time. Then the conservation of N requires that maz(|y|) —
0. To quantify that statement we use the following chain of inequalities

(5.140) (r?y .

5.11. Collapse in NLSE with the nonlocal interactions and dipolar
Bose-Einstein condensate

The dynamics of Bose-Einstein condensate (BEC) with short-range s-wave in-
teraction have been the subject of extensive research in recent years [DGPS99,
DCC™'01, PS03]. Condensates with a positive scattering length have a repulsive
(defocusing) nonlinearity which stabilizes the condensate with the help of external
trap. Condensates with a negative scattering length have an attractive (focusing)
nonlinearity which formally admits solitons. However, without trap these solitons
are unstable and their perturbation leads either to collapse of condensate [FK93,
DGPS99, DCC*01, PS03] or condensate expansion. External trap prevents ex-
pansion of condensate and makes solitons metastable for a sufficiently small number
of atoms. Otherwise, for larger number of atoms, the focusing nonlinearity results
in collapse of solitons. The effect of a long-range dipolar interaction on BEC was
first studied theoretically [YY00, GRmcdzP00, SSZL00, Lus02, CMKF09]
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and more recently observed experimentally [ GWH05, LKFT07, KLM™'08] (see
also [Bar08, LMS™'09] for review). In particular, collapse of BEC with dominant
dipole-dipole forces predicted based on approximate variational estimate [SSZLO0O]
and obtained based on exact analysis [Lus02] was recently observed in experiment
[LMF*08].

Here we look for possibility of collapse of BEC due to a long-range attraction
vs. formation of stable self-trapped condensate for a general type of long-range
interaction

(5.141) V)= >0, n

el

- , r=|r],
where f(n) is an arbitrary bounded function |f(n)| < co and r = (x1, x2, z3). We
do not require f(n) to be sign-definite. By attractive interaction we mean that
f(n) is negative at least for some nonzero range of angles so that one can choose a
wave function to provide negative contribution to energy functional.

Possible experimental realization of (5.141) are numerous. E.g., recent ex-
perimental advances allow to study interaction of ultracold Rydberg atoms with
principle quantum number about 100 (see e.g. [AVG98, HRB*08, JUH'08,
SWMO09, PMB™10]). These interactions between atoms in highly excited Ry-
dberg levels are long-range and dominated by dipole-dipole-type forces. Strength
of interaction between Rb atoms is about 10'? times stronger (at typical distance
~ 10pm) than interaction between Rb atoms in a ground state (see e.g. [SWMO9]
for review). Strength and angular dependence of interaction between Rydberg
atoms can be tuned in a wide range [BMZ07, SWMO09]. E.g., spatial dependence
for Rb with principle quantum number n ~ 100 can be oc 1/ for r < 9.5um and
o 1/r% (van der Waals character) for r > 9.5um [SWMO09]. Another alternative
is to admix Rydberg atoms with the ground state atoms creating effective long-
range interaction potential [PMB™10]. Short-range s-wave scattering interaction
is limited to much smaller distance ~ few nm so that the range of dominance of
long-range interaction potential is quite high. Radiative lifetime of Rydberg atoms
scales as n® and for large n that time is in ms range [SWMO09]. If we compare
that time scale with the collapse time 0.1ms of BEC with dipole-dipole interaction
[LMF*+08] one can conclude that observation of BEC collapse with Rydberg atoms
is feasible. Another possible form of long-range attractive interaction is gravity-like
1/r potential which is proposed to be realized in a system of atoms with laser in-
duced dipoles such that an arrangement of several laser fields causes cancelation of
anisotropic terms [OGKAOQO]. Terms oc 1/r? are also possible [OGKAO00].

5.11.1. Virial theorem for the nonlocal Gross-Pitaevskii equation.
The mean-field BEC dynamics is governed by a nonlocal Gross-Pitaevskii equation
(NGPE)

L 0U(r h? 1
w5 = |- ge v gmadatel + e + el
(5.142) —i—g|‘~I!(I‘)|2—l—/d?’r’V(r—1")|\I!(I")|2 U(r),

where W is the condensate wave function, the contact interaction is o g = 47wh%a/m,
a is the s—wave scattering length, m is the atomic mass, wy is the external trap
frequency, v1, 72, v3 are the anisotropy factors of the trap, and the wavefunction
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is normalized to the number of atoms, [ |¥|?d*r = N. Contact interaction term
can be also included into the potential V(r) as 6(r) but we have not done that
because we focus here on effect of the long-rage potential (5.141). If V(r) = 0 then
a standard Gross-Pitaevski equation (GPE) [DGPS99] is recovered

NGPE (5.142) can be written through variation ih%—‘f = 6\11* of the energy
functional

(5.143) E =FEk + Ep + EnL + ER,

which is an integral of motion: Q =0, and
h2
By = / o IVUPd*r, Eyp = g/ W) dBr,
(5.144) Bp = [ Gmadtoiot +a3ad + Faduler,
Er = 3 / [T )]V (r — )| ¥ () PdPrd®r.
Consider time evolution of the mean square radius of the wave function, (r?) =

J r?|¥|2d3r/N. Using (5.142), integrating by parts, and taking into account van-
ishing boundary conditions at infinity one obtains

h - * *
(5.145) o (r?) = m/zmj(\pa%xp — U*0,, V)d’r
where 0; = (,%, Or; = % and repeated index j means summation over all space
coordinates, j = 1,...,3. After a second differentiation over ¢, one gets [Lus02]
1
0?2 [8Ek — 8Ep +12E
(r?) = omN [OFK P+ NL
(5.146) —2/\@ P20, + @0 )V (& — ¥)dr

which is called by a virial theorem [Lus02] similar to GPE [VPT71, Zak72,
Lus95, Pit96, Ber98, LS00].

It follows from (5.141) that (z;0,; + x;@g;;)V(r —1') = —bV(r — 1) and using
(5.143) we rewrite (5.146) as follows

02 (r?) = 4DE + (8 — 4b)Ex — (8 + 4b)Ep

2mN
(5.147) +(12 - 4b)ENL]

Here the nonlocal nonlinear term Egr was absorbed into E in comparison with
(5.146). Catastrophic collapse of BEC in terms of NGPE means a singularity forma-
tion, max |¥| — oo, in a finite time. Because of conservation of N, the typical size
of atomic cloud near singularity must vanish. The virial theorem (5.147) describes
collapse when the positive-definite quantity (r?) becomes negative in finite time
implying max |¥| — oo before (r?) turns negative. The kinetic energy Ef diverges
to infinity at collapse time. Then the potential energy must also diverge to ensure
conservation of the energy functional E. But the divergence of the potential energy
implies that max |¥| — oo because of the conservation of N. Another way to see
divergence to infinity of Fx is from the uncertainty relation Ex > 7‘ (9/ 4)N/{r?)
(see [Lus95, LS00] as well as (5.148) below) for (r?) — 0. Generally ( ) may not
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vanish at collapse (e.g. if there are nonzero values of |¥| away from collapse cen-
ter) but Fx diverges to infinity at collapse time for sure because of max |¥| — oco.
We use below divergence to infinity of Ex as necessary and sufficient condition of
collapse formation while vanishing of (r2) is only sufficient condition for collapse.

NGPE is not applicable near singularity and another physical mechanisms are
important such as inelastic two- and three-body collisions which can cause a loss
of atoms from the condensate [DGPS99]. In addition, multipole expansion used
for derivation of the dipole-dipole-type potential is not applicable on a very short
distances (about a few Bohr radii). However, as explained above, NGPE with the
potential (5.141) is a good approximation for a wide range of typical interatomic
distances ranging from a fraction of nm to ~ 10um.

5.11.2. Sufficient collapse conditions for 2 < b < 3. Consider case 2 <
b < 3. Then one immediately obtains from equation (5.147) for g < 0 that 92 (r?) <
%. Integrating that differential inequality over time we get that (r?) < %tQ +
04 (r®)|s=ot + (r*)|1=0. If E < 0 we conclude that (r?) — 0 for large enough ¢ which
provides a sufficient criterion of collapse of BEC. Condition F < 0 is sufficient but
not necessary for collapse. We now use generalized uncertainty relations between
Er, N,(r?), 9,(r?) [Lus95, LS00] to obtain much stricter condition of collapse.
For the reader’s convenience we repeat the derivation of Refs. [Lus95, Lus02] to
show that these uncertainty relations result from the Cauchy-Schwarz inequality
and the equation (5.145) with use of integration by parts (¥ = Re'®, R = |¥|) as
follows

— 2 22| 33
B = 5 [(VR) +(V)2R }d r,
@ 0 (r?)| =4 ‘/xj3$_j¢>R2d3r

(5.148) e
§4(N<r2>/(V¢)2R2d3r) :

1/2
N = _g /ijaszd?’r < %(NM /(VR)2d3r)

Using the equations. (5.147), (5.148) one can obtain a basic differential inequality:

2 m2N (8, (r2))?
92 (r?) < ZmLN[szE— (b—2);n(3f2v> J‘W)
(0149 4+ BmANP() ).

where F(v) = min(y$,v3,~3) results from the estimate of upper bound of the term

« Ep in the equation (5.147). Change of variable (r?) = B*(+2) /N gives the
following differential inequality:

b+ 2 - h? 9N?Z

i {bEB% ~(h—2)

(5.150) 2m 8m g

b+2
Y2 gr)

which can be rewritten as
oU(B)

151 By = — — ¢
(5.151) tt 9B q-(t),
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m-o " BB

FIGURE 3. Typical behaviour of the potential U(B) from the equa-
tion (5.152) for E < Eepiticar (curve 1) E > Eepiicar (curve 2).

b2 2=b b2

Up = (Nh/m) =z wy? , By=(Nh/mwy) = .

where
2 ) 2 2 \72
U(B) = _OE2 gy PO DTN pac
(b+2)? , >
+ ) wOF(,Y)B )

and ¢?(t) is some unknown nonnegative function of time. Equation (5.151) has a
simple mechanical analogy [Lus95] with the motion of a “particle” with coordinate
B under the influence of the potential force — B%EB,B) in addition to the force —g¢?(t).

Due to the influence of the nonpotential force —g?(t) the total energy & of the

“particle” is time dependent: £(t) = BT*? + U(B). Collapse certainly occurs if the
“particle” reaches the origin B = 0. It is clear that if the particle were to reach the
origin without the influence of the force —q?(t) then it would reach the origin even
faster under the additional influence of this nonpositive force. Therefore one can
consider below the particle dynamics without the influence of the nonconservative
force —q?(t) to prove sufficient collapse conditions.

It follows from the equation (5.152) that the potential U(B) is a monotonic
function for E < 3hwoN[(b?> — 4)F(7)]'/2/(2b) = E.riticar (see curve 1 in Fig. 3)

while for E > E.piticai the potential U(B) has a barrier at B;Ln/(bﬂ) = b(E - [E2 —
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E2

2 ] 1/2>/[(b + 2)mwd F ()] with particle energy &£, = U(B,,) at the top (see
curve 2 in Fig. 3). One can separate sufficient collapse condition into three different
cases:

(a) for E < E.riticar the particle reaches the origin in a finite time irrespective
of the initial value of B’t:O;

(b) for E > Ecriticar and £(0) > &,,, the particle is able to overcome the barrier
thus it always falls to the origin in a finite time irrespective of the initial value of
B ‘t:O;

(c) for E > Ecriticar and E(0) < &, the particle is not able to overcome the
barrier thus it falls to the origin in a finite time only if B| 1—0< Bm

It is important to stress that we have proven here analytically only sufficient
collapse conditions. Generally even if none of conditions a,b,c are satisfied one can
not exclude collapse formation for some particular values of the initial conditions of
the equation (5.142). Generally it is determined by the nonpotential force —g?(t).

The inequality (5.149) reduces to equality for 42 = 43 = +3, g = 0 and a Gaussian
N2 —r?/(2rF)

—/i372 . For that initial condition
s 7‘0

initial condition with ¢|¢—g =

3n? N 3
(5.153) E= 2 + 7 V2N T (3/2 = b)2) + 4mw0r§N
provided f(n) = Const = f.
Assume that the trap contribution to FE is negligible (i.e. we set wy — 0) then
E < 0in (5.153) either if the constant 7 is small and b > 2 or if b = 2 and

N > NC(UM), where
(5.154) N = 312 /(4mf).

It means that for 2 < b < 3 we can easily have the simplest sufficient collapse
condition F < 0 satisfied for the long-distance potential alone (for g = 0), i.e. that
potential alone can result in collapse of BEC. N{"*") in (5.154) is the variational
estimate for the critical number of particles N, for b = 2. If N < N, then collapse
is impossible for any initial conditions (and for any trap) as shown below. N, is
independent on the trap and it is an analog of the critical particle number for the
standard two-dimensional (2D) GPE with contact interactions only.

For 2 < b < 3 we can also introduce another critical value of particles, N¢ trqp
from the condition that for N > N trqp the energy F does not have minimum as a
function of system parameters for fixed N. We find from the equation (5.153) that

E does not have minimum for any ry if N > Nc(vtiz,, where

R5/2 6(b—2)" T /7
(5155) Nc(,tTa;)u 1/2 ( b+2 ) f
m3/2w fob+2)TI(3/2—b/2)

is the variational estimate for N irqp. It means that any soliton-type solution is
impossible for N > N trqp and collapse inevitably occurs. The critical number of
particles N¢ ¢rqp is defined for 2 < b < 3 and is determined by the trap (without trap
particles could spread unboundedly preventing collapse for the wide class of initial
conditions while the trap blocks that scenario and eventually results in collapse for
N > N¢irap). Netrap is the analog of the critical number of particles Ne, gpr =
ke g~ 0.5, ap, = (A/mwy)'/? in the standard three-dimensional (3D) GPE

lal 2

[RHBE95, RCC*01]. Both N7 and N.,qpg are undefined without trap

c,trap
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because formally both NGPE for 2 < b < 3 and standard 3D GPE can have collapse
for arbitrary small number of particles for appropriately chosen initial conditions
(of course these equations are based on the mean-field approximation so for small
N ~ 1 these equations will not be applicable).

For 2 < b <3 and N < Nc(mr) the energy E (5.153) has a local minimum
for a finite value of rg while £ — —oo for rg — 0. It means that depending on
initial conditions (i.e. the initial value of 7o) BEC either collapses in a finite time or
stabilizes on soliton solution. That soliton solution is however metastable because
of finite probability of tunneling of condensate to small values of rq.

b = 3 is the special case because convergence of integral Er at small distances
requires that angular integration (integration over a sphere of radius one) of f(n)
gives zero: [ f(n)dn = 0. A particular example for b = 3 was considered in
Ref. [Lus02] for the case of the dipole-dipole interaction potential with all dipoles
oriented in one fixed direction. In that case indeed [ f(n)dn = 0. Also in that case
Eny, vanishes from (5.147) which allows collapse even for g > 0.

If either b = 3 and [ f(n)dn # 0 or b > 3 then it is necessary to introduce a
cutoff at a small distance r, (typlcally at few Bohr radii) and the potentlal would
loose a general form (5.141). Also for b > 3 the integral fr\>r (r)d®r is finite
so generally we have a very similar situation to a standard J-correlated potential
[DGPS99]. Thus b = 3 is a border between short-range potentials (for b > 3) and
long-range potentials (for b < 3) in 3D.

5.11.3. Nonexistence of collapse for b < 2. Now we prove that for b < 2
collapse is impossible for g = 0 because singularity of (5.141) is not strong enough.

We use the inequality [ 222) C e < 4 [ |[V¥(r)|?d*r [Lad69], which holds for any

[r—r/]?

r’. We generalize that inequality using the Holder’s inequality (assuming b < 2) as
follows

W) / 2=t I‘I/ I
(LI W (r)l
v — ’I” v’

(5.156) < [/(I‘I’( )Py g8 } b

273 b
[W(r)" " 3 barl—t [ 2m R
X[/(|r—r/b drg?N 2 ﬁEK .

Using now boundness of f : f(n) < f,, = max|f(n)| in (5.141) and inequality
(5.156) we obtain a bound for Eg in (5.144)

b
2
(5.157) Ep > —fn27'N?73 (mEK) ,
which gives a respective bound of F in (5.144) (recall that we assume g = 0):

b
2
(5.158) E>FEyg — fn2t"IN2"% (EK> = P(Ek).
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P(EK)

FIGURE 4. Schematic of the function P(Ef) defined in (5.158)
(solid curve). Tt is seen that the equation P(Ex) = E (FE is shown
by dashed line) has either one of two roots for Ex > 0 depending

on sign of E. Eg) designates the largest of these roots.

A function P(Ff) in (5.158) has a minimum for Ex = Eg?) =272[fm b]2/(2_b)N% (2m/h?)b/(2=b)
resulting in a lower bound

2—b__ 2 a4 [(2m )\ 2P
(5.159) E > _T2 2[fm b] -6 N2—b <h2> .
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Boundness of the energy functional F from below ensures that collapse is impossible
for b < 2. To prove that we show boundness of Ex while collapse requires EFx — oo.
We choose any value of F which satisfy (5.159). Fig. 4 shows schematically the

function P(Ek) from (5.158). Inequality (5.158) requires that Ex < Eg)(E),

where Eg)(E) is the largest root or equation P(Eyx) = E. It proves that Ex is
bounded for fixed N which completes the proof of absence of collapse for b < 2.
Particular version of that result for b = 1 and f(n) = const was first obtained
in Ref. [Tur85]. Nonexistence of collapse for the nonsingular potential V(r) was
shown previously based on approximate analysis in Ref. [PGKGRO00]. Proof
of nonexistence of collapse for particular example of nonsingular potentials with
positive-definite bounded Fourier transform was given in Ref. [BKWRO02]. These
results can be easily generalized for any bounded potential similar to above analysis.
Thus collapse can occur for singular potential only and singularity should be strong
enough, i.e. b > 2.

5.12. Nonlinear stability of ground state soliton for b < 2

We now look for a soliton solution of NGPE (5.142) as W(r,t) = A(r)e /",
where g is the chemical potential. In that case NGPE (5.142) reduces to a time-
independent equation

h? 1
b= 5V gmaofel + a3 + )

2m
(5.160) +/d3r’V(r —1HA(X)?| A(r) =0,

where we again assume g = 0 although generalization to g # 0 case is straight-
forward. Equation (5.160) is the stationary point of the energy functional E for a
fixed number of particles: §(E — uN) = 0. Multiplying equation (5.160) by A and
r;0,, A and integrating by parts one obtains using (5.141) and (5.143) that

b 2
EK7S = _/'[/NS + EP7S7 ER,S = ,U/Nsi,
4-0 4—1b
(5.161) b9
Ey, = —uN,—— +2Ep,
pNsg—p T 20p

where subscript ”s” means values of all integrals are taken on the soliton solution.
Especially simple and interesting is the case of self-trapping (wo = 0) when conden-
sate is in steady state without any external trap. All integrals in that case depend
on the number of particles Ny only.

Assume radial symmetry f(n) = Const < 0 in (5.141). A ground state soliton
is determined from a condition that A(r) never crosses zero [ZK74, KRZ86).
To prove the ground soliton stability we show that it realizes a minimum of the
Hamiltonian for a fixed Ng. One can make inequality (5.156) sharper by minimizing
a functional F(¥) = N'~2 (%EK)% /[ ) 13y, That minimum is achieved

|[r—r’|0
at one of stationary points 56\1i = 0 and after simple rescaling one can see that

these points correspond to soliton solutions of the time-independent NGPE (5.160).
Among these stationary points the minimum is achieved at the ground state soliton
Uy ground- 1t gives a bound F(¥) > min F(¥) = F (Vs ground) which is sharper than
the inequality (5.156). Following an analysis similar to equations (5.157)-(5.159)




262 5. SOLITONS IN MULTIDIMENSIONS AND SOLITON STABILITY

we obtain that for any ¥

(5162) E>minE = Es,grounda

i.e. the ground state soliton solution attains the minimum of E for fixed N. It
proves exactly the stability of soliton for f(n) = Const. Similar ideas were used in a
nonlinear Schrédinger equation (NLS) which is GPE with wy = 0 [ZK74, KRZ86|.
The ground state soliton was also found numerically for b =1 [CFMWO08].

For more general f(n) # Const minimum of E is still negative if f(n) is
negative for a nonzero range of values of n. So in that case we expect that the
ground state soliton solution attains that minimum and, respectively, is stable. If
f(m) > 0 for any n then min F = 0. It corresponds to the unbounded spatial
spreading of NGPE solution for any initial conditions. Self-trapping is impossible
in that case and solitons are possible for wy # 0 only.

Case b = 2 is on the boundary between bounded and unbounded energy func-
tional as can be seen from inequalities (5.158) and (5.162). If N > Nj ground
then E is unbounded. If N < Ny ground then E > Eg jrouna = 0 as follows from
(5.161) for b = 2. Thus Ny ground is the critical number of particles for collapse:
N¢ = Ns ground- This is the exact result compare with the variational estimate
(5.154). That critical particle number N, is similar to to the critical particle
number for the collapse of the standard 2D GPE (as well as similar to the crit-
ical power in nonlinear optics) [VPT71]. As we discussed above, it is important
to distinguish N, from the critical number of particles of 3D GPE with wg # 0
[DGPS99, DCC*01].

5.12.1. Weak and strong regimes of collapse. To qualitatively distinguish
different regimes of collapse and solitons one can consider, in addition to the exact
analysis above, a scaling transformations W(r) — L~3/2¥(r/L) [ZK86] which con-
serves the number of particles. Under this transformation the energy functional F
(for wy = 0) depends on the parameter L as follows

(5.163) E(L)= L 2Ex + L™ YER.

The virial theorem (5.147) and the relations (5.161), (5.163) have striking simi-
larities with GPE if we replace b by the spatial dimension D in GPE. That analogy
suggests to refer the case b = 2 as the critical NGPE and b > 2 as the supercritical
NGPE because cases D = 2 and D > 2 are called by critical and supercritical
ones, respectively, for standard GPE (NLS) [ZK86]. similarly, we refer to collapse
for b = 2 as a critical collapse and for b > 2 as a supercritical collapse. Fig. 5
shows a typical dependence of (5.163) on L for b > 2, b = 2 and b < 2 assuming
Egr < 0. For b > 2 there is a maximum of E (curve 1 in Fig. 5) corresponding to
unstable soliton. Solution of NGPE either collapses or expands. For b = 2 there is
no extremum and collapse is impossible for N < N grouna (curve 2 in Fig. 5) while
condensate can collapse for N > Ny grouna (curve 3 in Fig. 5). The ground state
soliton corresponds to N = Ny ground and I = 0 locating exactly at the boundary
between collapsing and noncollapsing regimes. For b < 2 there is a minimum which
corresponds to the stable ground state soliton (curve 4 in Fig. 5).

Solutions of both GPE and NGPE with wy = 0 near collapse typically consist
of background of nearly linear waves and a central collapsing self-similar nonlinear
core. The scaling (5.163) describes the dynamics of the core with time-dependent
L(t) such that L(t) — 0 near collapse. Waves have negligible potential energy
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FIGURE 5. Schematic of E(L) from (5.163) for b > 2 (curve 1),
b=2and N < N ground (curve 2), b = 2 and N > N ground
(curve 3) and b < 2 (curve 4).

but carry a positive kinetic energy Eiyqves ™~ FK waves- 1he total energy E =
Eeottapse + Fwaves is constant, where Ecoyqpse is the core energy.

It follows from (5.163) that for b = 2 one can simultaneously allow conservation
of N and Ecopapse s0 that negligible number of particles are emitted from the core.
This scenario is called a strong collapse with the self-similar collapsing core centered
at r = 0 and approximated as

r

L(t)

1
(5164) ‘¢C’stron9(r7t)| ~ WX ( ) s L(t) — 0 fOr t— to,

where the function x(§) with & = r/L(t) describes the spatial structure of the
collapsing solution and ¢ty is the collapse time.
The equation (5.164) is applicable for || < &., where £ 2 1. The number of

particles Neojiapse,strong i the collapsing solution is nearly constant provided & is
nearly constant: Neojiapse,strong = fHK&L(t) e strong (T, 1) 2d%r = f\f\<ﬁc X2(6)d3¢ ~
1. Thus the critical collapse is always strong one with Neoyapse,strong =~ Ne. Sub-
stitution of (5.164) into NGPE allows to conclude that all terms are of the same
order in powers of L (except the trapping potential Ep which is not important
near collapse, as well as we assume g = 0) if L(t) o (to — t)'/2. By analogy with
2D GPE which has a critical collapse [Fra85, LPSS88, DNPZ92| we also ex-
pect to observe logarithmic corrections to (tg — t)l/ 2 which is a typical feature of
critical collapses in many systems (see e.g. [Lus10]). If N > N, then multiple
collapses will occur each capturing about N, particles which is the analog of multi-
ple filamentation turbulence and beam spray in nonlinear optics and laser-plasma
ineractions[LV10, LRO6]. The universality in the number of particles captured in
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each collapse Neojiapse,strong = Ne holds for the critical collapse only and does not
hold for the supercritical case.

In supercritical case 2 < b < 3 the term o L~° in (5.163) dominates with
Ecotlapse — —o0 as L(t) — 0. Then the only way to ensure a conservation of F
is to assume a strong emission of linear waves (particles) from the collapsing core.
Near the collapse time ty only a vanishing number of particles remains in the core
(of course all that is true until NGPE losses its applicability) which is called a weak
collapse [ZK86]. Instead of the self-similar solution (5.164), the weak collapse is
described by another type of self-similar solution:

r
c,wea I'7t =~ = T
sy e l= T (25
5-b
2 )
where the function 7(¢) with & = r/L(¢) describes the spatial structure of the
collapsing solution and a = 5T_b is chosen from the condition that a substitution
of (5.165) into NGPE allows the same leading order in powers of L for linear (the
kinetic energy) and nonlinear (the potential energy from V(r)) terms. Here we
again neglect the trapping potential and assume g = 0. Assuming now that left-
hand-side of NGPE is of the same order in power of L(t) we obtain that L(t) o
(to—t)'/2. Similar to (5.164), we assume that the equation (5.165) is applicable for
€] < &, where & 2 1. Number of particles Neoiapse, weak i the collapsing solution

approaches to zero near collapse: Neoiapse,weak = f‘r|<£cL(t) [Ye,weak (T, t)[2dPr =
L(t)b—2 IE|<€. n?(&)d3¢ ~ L(t)*=2 — 0 for t — ty.

Solution of NGPE in the form of the strong collapse (5.164) can be also consid-
ered for 2 < b < 3 which results in the dominance of the nonlinear interaction and
time-dependent terms in NGPE over the kinetic energy term. It was shown that
a similar solution for supercritical GPE [ZK86] is unstable and we expect that it
might be also unstable for NGPE. Thus supercritical collapse can be either weak
or strong ones but weak one appears to be more probable.

), L(t) — 0 for t — to,

o=

5.13. From multiple collapses to collapse turbulence: Non-Gaussian
Statistics of Multiple Filamentation

The self-focusing and multiple filamentation of an intense laser beam propagat-
ing through a Kerr media has been the subject of intense research since the advent
of lasers [?, SS99]. Multiple filamentation has many applications ranging from
laser fusion [?, LR04, LRO6] to the propagation of ultrashort pulses in the atmo-
sphere [?, ?]. Here we study the statistics of multiple filamentation, which can be
viewed as an example of strong optical turbulence with intermittency [DNPZ92],
i.e. strong non-Gaussian fluctuations of the amplitude of the laser field [Fri95].

Long non-Gaussian tails of the PDF of light amplitude fluctuations have been
previously observed in filamentation experiments [?] and optical rogue waves [?].
Long tails were obtained in solutions of the complex Ginzburg-Landau equation
with a quintic nonlinearity [?]. The analytical form of a long tail of PDF for
velocity gradient dominated by near-singular shocks was obtained in solutions of
the forced Burgers equation [?].

Here we describe the propagation of a laser beam through the amplified Kerr
media by the regularized nonlinear Schrédinger equation (RNLS) in dimensionless
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form,
(5.166) 101 + (1 — iae) V2 + (1 + ice) |Y|*) = iebip,
where the beam is directed along z-axis, r = (z,y) are the transverse coordinates,

¥(r, z) is the envelope of the electric field, and V = (a%, a%)' The term with a
describes a wavenumber-dependent linear absorption, the term with ¢ corresponds
to two-photon absorption, and b is the linear gain coefficient. It is assumed that
the wavenumber-independent part of linear absorption is included in b so that the
a-term corresponds to the expansion of the general absorption coefficient near the
carrier wavenumber of the laser beam in the Fourier domain. Here, ¢ < 1 and we
generally assume a, ¢, b ~ 1. RNLS (5.166) is also called the complex Ginzburg-
Landau equation.

RNLS (5.166) can be realized experimentally in numerous systems, including
e.g. the propagation of a laser beam in a ring cavity with a thin slab of Kerr media
and amplification. In this case the nonlinear phase shift of the laser beam at each
round trip is small so we can obtain (5.166) in a mean-field approximation [?, LS00]
with z corresponding to the number of round trips in the cavity. RNLS (5.166)
also describes the multiple filamentation of an intense, ultrashort laser beam in a
Kerr media if we average over the temporal extent of the pulse [?]. E.g., multiple
filamentation experiment [?] with two-photon-dominated absorption corresponds
to ce >~ 0.025.

Neglecting dissipation and amplification, we recover the nonlinear Schrédinger
equation (NLS)

(5.167) 10,9 + V2 + |[¢*y = 0.
NLS describes a catastrophic collapse (also called wave collapse) of filaments, max || =

%] maz — 00, in a finite distance along z, if the optical power N = [ |¢|?dr is above
the critical power N, ~ 11.701 [SS99].

The optical power is not conserved in RNLS (5.166) for € # 0. If b > 0, the
amplification term on the right hand side of (5.166) results in an increase of N.
If b = 0 we assume that N > N, for 2 = 0 (e.g. N/N. ~ 10* in [?]). In both
cases the modulational instability [SS99] leads to the growth of perturbations of the
beam and seeds multiple collapsing filaments. These two cases are called forced and
decaying turbulence, respectively, in reference to turbulence in the Navier-Stokes
equations [Fri95]. The statistical properties of these two cases are similar, provided
in the decaying case we consider distances along z at which a relative cumulative
decay of N is small.

In this Letter we focus on a forced case in which a dynamic balance is achieved
between the pumping of optical power into the laser beam and dissipation. Fig-
ure 6(a) shows the evolution of N(z) obtained from a numerical solution of RNLS
(5.166). The optical power grows until reaching a statistical steady-state corre-
sponding to fully developed optical turbulence with N ~ 1200. In this regime the
amplitude || is characterized by the random distribution of filaments in r and z,
as seen in the snapshot of |¢| for a fixed z in Figure 7. Dissipation is important
only when the amplitude of each collapsing filament is near to its maximum (see
Figure 6(b)) and as well as for large wavenumbers k. When [9)|,,q.(2) goes through
a maximum, N experiences a fast decay due to dissipation. The influence of peri-
odic boundary conditions on the statistical properties of optical turbulence can be
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FIGURE 6. (a) N(z) from simulation of RNLS (5.166) with b = 20,
a=c=1,e=0.01. (b) The zoom of N(z) in a smaller interval
in z (solid curve, scale on the right) superimposed the [¢|maz(2)
(dashed curve, scale on the left). All simulations used the fourth-
order pseudo-spectral split-step algorithm on —12.8 < z,y < 12.8
with periodic boundary conditions at resolution 4096 x 4096 grid
points. Initial conditions were a superposition of 100 randomly
placed real-valued Gaussians with amplitudes and radii on [—2, 2]
and [1,2].

FIGURE 7. Snapshot of |[¢| (vertical axis) vs. spatial coordinates
(z,y) for simulation of Figure 6.

neglected if the simulation domain is large enough, so that N > N, (in Figure 6,
N ~ 100N,).
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FIGURE 8. Dependence of |¢|maz(z) for multiple individual col-
lapsing filaments (a) in the non-rescaled units; (b) the rescaled
units (see the text for the description of rescaling). Individual
filaments are extracted from simulation of RNLS (5.166) with pa-
rameters of Figure 6.

The evolution of each collapsing filament is well approximated for large |¢| by
a self-similar radially-symmetric solution [SS99, FP99|:

1 T
mRO(/’)v p= ()

where L(z) is the transverse spatial scale of a filament and Ry is the ground state
soliton solution of NLS (5.167), given by V2Ry — Ry + R} = 0, and corresponding
to the critical power, N. = [ Ro(r)*dr [SS99].

If € = 0 then L(z) ~ (27)Y?(20 — 2)"/2/(In|In(z — 2)|)*/? describes a singu-
larity (catastrophic collapse of a filament) as z — zo [SS99, FP99]. For € # 0
the collapse is regularized and [1)|mq.(2) achieves a maximum [¢|mazmas at some
Z = Zmaz- A function

(5.168) |¢p(r, 2)| =

r = |r|,

dL

dz’

changes slowly with z compared to L at z < zjpee- In the vicinity of a collapse,
the forcing term in the right hand side of RNLS (5.166) can be neglected; the
resulting equation can be written in rescaled units z|Y)|?, ,.maxs Y| mazmaz, and
/Y| mazmaz- (Here, we have also shifted zq. to z = 0.) As shown in Figure 8,
|t)|maz(2) rescaled in these units exhibits a universal behavior for all near-singular
filaments, — even for € £ 0, and independent of the complicated structure of optical
turbulence. This universality is a characteristic feature of two-photon absorption
term in RNLS (5.166), but may not hold for other types of absorption.

Once the amplitude of a filament reaches its maximum, the amplitude decreases
and subsequently the filament decays into outgoing cylindrical waves as seen in Fig-
ure 7. Superposition of these almost linear waves forms a nearly random Gaussian
field and seeds new filaments. Figure 9 shows the probability P(h) for the amplitude

(5.169) v=L
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FIGURE 9. (a) P(h) for || = h (solid curve) for the same simula-
tion as in Figure 6. Dashed line shows fit to the Gaussian distri-
bution and dotted line shows h~% power law. Circles correspond
to the solution of (5.172). (b) Humax(hmaz) for [¢|mazmaz- 2231
collapse events with || mazmaz > 10 are included in simulations in
log-log scale (red dots). Dotted line shows h~! power law. Scatter-
ing of data points for A 2> 110 is due to lack of statistical ensemble
for large collapses and is reduced for larger simulation times.

|t to have a value h, determined from simulations as

Jo(|¢(x, 2)| — h)drdz

(5.170) P(h) = Tdrdz .
Here, the integrals are taken over all values of r and all values of z after the
turbulence has reached the statistically steady state. We observe that the fit to
the Gaussian distribution works very well for |¢| < 2 which corresponds to almost
linear waves, while for |1)| 2 3 the PDF has a power law-like dependence indicating
intermittency [?].

We now show that the power-like tail of P(h) results from the near-singular
filaments. This approach dates back to the idea of describing strong turbulence in
the Navier-Stokes equations through singularities of the Euler equations [Fri95].
Unfortunately, this hydrodynamic problem remains unsolved. The forced Burgers
equation remains the only example of an analytical description of strong turbulence
in which the tail of the PDF for negative gradients follows a well established (—7/2)
power law [?], dominated by the dynamics of near-singular shocks.

First we calculate the contribution to the PDF from individual collapsing fila-
ments. As shown in Figure 8, the filament amplitude |94, reaches the maximum
|| mazmaz = Pmaz 8t 2 = Zmaz, and rapidly decays for z > zpq.. While neglect-
ing the contribution to P(h) from z 2 z,4., we calculate the contribution of an
individual filament to P(h) through the conditional probability P (h|hmaes) using
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(5.168), (5.170), and (5.169) as follows

Zmax 1

P (Bl hmaz) / dz/dré(hL(z)RO (LZz))>

(5.171) x /dpp L(Z/W)dLngé (h - L(lz)Ro(p))

[ atrore (g, 1)

= Const h™° O (hymax — h),

where hpmar = Ro(0)/L(zmaz), and ©(x) is the Heaviside step function. Here, we
have changed the integration variable from z to L and approximated (z) under
the integral by its average value () as y(z) ~ () ~ —0.5. This approximation is
valid for z < zpee outside the neighborhood of z = 2,44

As a second step we calculate P(h) by integration over all values of hy,q, using
equation (5.171) as follows

P(h) = / dhmaxp(h|hmam)7)mam(hmam)

12

Const h™° / APrnaz© (himaz — R) Prmaz (Rmaz)

(5.172) = Const h™5Hyaz(h),

where Praz (Rmaz) is the PDF for Az = |¥]mazmaz and Hypar (h) = f;:o Pmaz(Pmaz ) dRmaz
is the cumulative probability that |¥|maezmasz > h-
Figure 9(b) shows H,az(hmas). Circles in Figure 9(a) show the prediction
of equation (5.172) with H,az(hmas) from Figure 9(b). The constant in equa-
tion (5.172) was chosen to fit the circles and the solid curve in Figure 9(a). The
very good agreement between these two curves, first, justifies the assumptions used
in derivation of the equation (5.172), and second, shows that the intermittency of
optical turbulence of RNLS (5.166) is due to collapse dynamics, which is the main
result of this Letter. Figure 9 also shows that H,,qz (Rmaz) is not well approximated
by h-!  (and is not universal because it depends on the parameters a, b, ¢ and e.)

max

Consequently, h~° is only a crude approximation for P(h).






CHAPTER 6

Inverse Scattering Transform and Integrability

6.1. Nonlinear PDEs as compatibility condition for system of linear

PDEs

Consider a system of linear PDEs
(6.1a) D, = Uy,
(6.1b) o) = Vb,

for the unknown ) (x,t) € C" and independent variables z,¢ € R. Here U,V €
C™*"™ are complex matrices which depend on of x,¢ and have the given explicit
dependence on the additional parameter A € C. Calculating partial derivatives
0:0,% and 9,0:¢ using equations (6.1) we obtain that

(6.22) 0,0, = 0, (Uh) = Uyip + Uy = Uyib + UV,

The compatibility condition 0;0,% = 0,0;% must be satisfied for any 1 so that
equating (6.2a) and (6.2b) we obtain that

(6.3) U - 9,V+UV —VU =9,U -9,V +[U,V] =0,

where [U, V] := UV — VU is the commutator of U and V. The equation (6.3) is
called the zero-curvature condition.

Remark. The name of zero-curvature condition originates from the following
geometrical interpretation of equation (6.3). In terms of the differential geometry,
equations (6.1) define a connection on a two-dimensional vector bundle over the
(x,t)-plane. The first equation (6.1a) describes how to “parallel-translate” a vector
¥ in the z-direction, and the second equation (6.1b) describes how to “parallel-
translate” a vector 1 in the t-direction. The matrices U and V are then the
connection coefficients. A connection is said to have zero curvature if parallel
translation of a vector ¢ along a path from a point (x1,¢1) to another point (x2,t2)
gives the same result independent of path connecting the points. This is the same
thing as asserting the existence of a full two-dimensional basis of simultaneous
solutions of the equations d,% = Uy and ;1) = Vv , which is the above zero-
curvature condition that must be satisfied by the connection coefficients.

IWe choose the matrices U and V to have the following polynomial form over

A,
(A g _ . (0 ¢ ) .
(6.4&) U= (i?“ Z)\) =1 (T O) + Z/\0'3 = Uo + /\Ijl7
(20N —dgr 2iMNgt+qr \ 9
(6.4b) V= (21')«’ —ry  —2iN24iqr) Vo+ AV +ATVy,

271
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where
(0 ¢ . .
Uy =1 (r 0) =1iqoy +iro_,
U1 = iUg,
— —iqr g _ o
(6.5) Vo = (_r$ iqr) = —iqros + qu04 — ry0_,
(0
V, =2 (r g) — 2U,,
V2 = 21'0'3

and r = r(z,t) € C, g = q(x,t) € C. Here 0y, i = 1,2,3 are the Pauli matrices

(6.6) 0'1=<(1) (1))’ ”2:(? _0> "3:<(1) —01)

which satisfy the following relations

1 0

(6.7) Uf:cr%:og:I:(O 1

) , 0102 = iU3, 09203 = iUl, 0301 = iUQ.

Also we use in equations (6.4) and (6.5) the following linear combinations of Pauli
matrices

_0’1+i0’2_ 0 1 _0’1—’i0’2_ O 0
(6:8) 0+2(0 0)’ “‘2(1 0)'

Collecting terms with different powers of A in equation (6.3) we obtain that
orders A3, \? and \! are satisfied identically. At order A\’ we obtain that

(6.9) i0yq — 0%2q — 2¢°r = 0,
. i0yr + 02r + 2qr? = 0.
Taking

(6.10) r

I
S]]

we obtain the focusing NLSE
(6.11) i0yr + 02r + 2|r*r = 0
while for
(6.12) r=—q
we obtain the defocusing NLSE
(6.13) i0yr + 02r — 2|r*r = 0.
We now take V as the following cubic polynomial in A

(6.14)

V = i )\JV o 42)\3 _ 22)\q7‘ + qry — 1qy 41)\261 + 2)\qz _ an;m _ 2iq2r
ST T N = 20 — gy — 20t —4iNY + 2iMgr — qro +1qp )
o
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where
V, — qrey — T4y —irr — 2iq27‘
07 \—irgy — 2igr2 —qro+71qs )’
. 0 qx
Vi = —2igros + 2 ,
(6.15) ! s <—fx 0)

_ (0 «a
V2_4Z<T 0)7

V3 = 4i0’3.

Collect terms with different powers of A in equation (6.3) together with U from
(6.4a) and V from (6.14) we obtain that orders A*, A3, A\? and Al are satisfied
identically. At order A° we find that

610 T e,
Taking r» = 1 in equation (6.16) we obtain KdV,

(6.17a) Gt + Guze +69qc = 0.
Taking r = ¢ in equation (6.16) we obtain mKdV

(6.182) Gt + Qoo + 6¢°¢s = 0.

More general choice r = 1 4+ ar in equation (6.16) results in mixed KdV and
mKdV

(6.192) Gt + Gzoa + 69¢s + 60¢7q, = 0.
We note that all these cases have the same U defined in equation (6.4a).

6.2. Zakharov-Shabat scattering problem for general case
Equation (6.1a) written in components is given by
0zp™ =M™ +ig(x)p®),

6.20
(6.20) Dpp® = —idg®@ 4 ir(x)p®.

6.3. Zakharov-Shabat scattering problem for KdV
We consider the Zakharov-Shabat scattering problem
9z = ixg! +ig(a)?,
9,0® = —ixp® — i)

)

(6.21) AER, oM (x,N), 0@ (z,\) €C,
/ (14 |z|)|gldz < oco.

The system (6.21) is convenient to reduce to the single second order ODE by
excluding ") and defining

(6.22) =@,
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6.3.1. Examples of explicit solutions of scattering problems. Assume
that the potential ¢(z) in equation (6.21) is the Dirac delta function
(6.23) q(z) =70(z), ~v€R,

where + is the constant.
6.4. Zakharov-Shabat scattering problem for NLSE
We consider the Zakharov-Shabat scattering problem
Bap™) = ixp) +isti(z)p?),
920 = —ixp®@ +iu(z)W,

(6.24) AR, W), (z,\) €C, =41,
/(1 + ) luldz < oo

which corresponds to focusing NLSE for s = 1 and defocusing NLSE for s = —1 as
follows from equations (6.10) and (6.12) of Section (6.1). Here we replaced r(z) by
u(x) to reserve the letter r for the reflection coefficient as will be seen below. The
convergence of the integral at the last line of equation (6.24) ensures that |u| — 0
for |z| — oco. Here we use superscrips (i), i = 1,2 to designate two components of
the column vector

(1)
(6.25) pi= ( 2(2) )

while subscripts below distinguish different column vectors.

The general solution of the system (6.24) is given by the linear combination
of two independent solutions which form a basis. We choose two pairs of such
independent solution. The first pair is defined by two explicit solutions of the
system (6.24) at  — 400 as follows

(6.26) vileA) = < eiSI > +o(l), - +oo,
we )= (S ) ro oo

The second pair is defined by two explicit solutions of the system (6.24) at © — —o0
as follows

ei)\m
v1(z, A) = ( 0 )—i—o(l)7 T — —00,

o palon) = (S ) bol) w o

Asymptotics (6.26) and (6.27) define the initial conditions 91 o(x, A) and @1 2(z, A).
Solving Cauchy problems for the system (6.24) with these initial conditions 1 2(z, \)
and @1 2(z, \) on the entire real line z € R.

A Wronskian

(1) 1)

= xix8 = Pxd

(1) X(l)
(628) W(Xl, XQ) =

@
X1 Xé
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between two solutions x1 and 2 of the system (6.24) is independent on z as follow
from Abel’s identity (but generally W (x1, x2) depends on A). Then it follows from
equation (6.26) and (6.27) that W (w1, p2) = W(¢1,92) = 1 for any z € R which
ensures that each pair (o1, @2) and (1, 12) form basis for solutions of the system
(6.24). Tt implies that ; and ¢o can be represented as the linear combination of
vectors of the basis (¢1,2) as follows
2
(6.29) piwA) =Y TNy, A), =12,
j=1

where T);()\) are complex constants which are independent on z. The constant
form the complex matrix T'(\) € C2*2,

Equation (6.29) together with expressions (6.26) and (6.27) can be interpreted
as the “scattering” on the complex potentials p(z) and ¢(z) of the plane wave
hy o< e at  — 400 into the reflected plane wave 1; o €** at x — 400 and
the transmitted wave o;(x, \) at x — —oo. Then the matrix T(\) € C2*? is called
the scattering matrix.

The system (6.24) is the reduction of more general system (6.20) which ensure
the reductions (6.10) and (6.12). These reductions imply the additional symmetry
relation as follows. If we apply the complex conjugation to the system (6.24) and

interchange the first and second equations, we obtain that
020 = Ng® —iu(z)p,

(6.30)
0" = =g —isu(x)p®,

where we assume that A € R. The by comparison of equations (6.24) and (6.30) we
conclude that if

¢Y)
14
6.31 =
(6.31) 4 ( o) )
is the solution of (6.24) then the vector
Y 1e))
5 sQ
6.32 _(
(6.32) ¢ ( ) )
is also the solution of (6.24). Sometimes the “tilde” operation defined by equations
(6.31) and (6.32) is called by “involution” in analogy with the involution (or an
involutory function) f(y) defined by f(f(y)) = =z, i.e. it is the function that is

its own inverse. The twice application of tilde operation gives “almost” involution
because using equations (6.31) and (6.32) twice we obtain that

. M
(6.33) p=-—s < 2(2) > = —s¢.

It means that strictly speaking only the case s = —1 corresponds to the involution

while s = 1 produces the opposite sign, i.e. “anti-involution”. Below we abuse that

notion and simply call tilde operation by involution neglecting that sign difference.
We define

(6.34) Wz, A) = 1(x,N) and  p(z,A) = @a(z, N).
Then the solutions of Cauchy problems (6.24), (6.26) and (6.27) ensure that
(6.35) G, A) i=a(w, ) and @z, ) = —sp1(x, \)
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for all , A € R. It means that instead working with two vector pairs (1, 2) and
(11,12) we can work with two vectors ¥ and ¢ while their linearly independent
counterparts ¢ and ¢ are obtained by involution each time we need them.

We define that

(6.36) p(x,A) = a(N)(x,A) + b(A)Y(z, A).
It we multiply equation by 1/a()) then the resulting equation

Lo, ) = B ) + e ), () =

(6.37) mgp ey

can be interpreted as the scattering of the plane wave 15(:137 A) o e M x — +oo
propagating from z — +oco to the left thus scattering on the potential ¢(z) accord-
ing to equation (6.24). That scattering results in transmitted wave ﬁg@(m, A) x

—idx

- 1/\) e~ 7% propagating to the left at x — 400 and the reflected wave (z, \) < e
propagating to the right at x — 4o00. Respectively, 1/a(\) is the transmission co-
efficient and r(\) = % is the reflection coefficient.

Using equation (6.36) and the definitions (6.34), (6.35), we obtain that

ei/\x b()\)ei/\m

639 W =Wl =| 0 SN | =an.

In a similar way we obtain that

63 WD =W =| T AR | = 00
640 W) =Wl =] e s | =00
and

64) WP = WD = | e T | =)

6.4.1. FEzample. Zakharov-Shabat scattering problem for the rectan-
gular well potential in NLSE case. Consider the Zakharov-Shabat scattering
problem

oM = ixpW +isu(z)p®,
0z = —ixp® +iu(x)p™,

(6.42) A ER, oW (z,N), 0@ (x,\) €C,
/ (14 |z])|u|ldz < o0

for the rectangular well potential with the width =y and the amplitude ug such that

< 2
(6.43) w(w) = {10 [Tl S @/2,
0, x| >=ze/2>0.
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Choosing a transmitted wave at * — —oo with amplitude one, an incoming wave
with amplitude a and a reflected wave with amplitude b at + — oo we obtain the
solution of (6.42) in the following form

0 )
) e~ x < —x0/2,
(1) A ) B )
0 (Fo )= e ) g e a0
. 1 )
a ( (1) > e~ 4 p 0 ) eN x> 10/2,

where
(6.45) € := (A2 + s|uo|?)V/2.

The coefficients A2 B(1:2) and equation (6.44) are not independent but have to
be chosen to represent solution of (6.42). Plugging in equation (6.44) for |z| < (/2
into the system (6.42) results in the following relations between these coefficients:

A0 = _SHA
(6.46) ‘”io
@ _ S Apa)
SUg

1
Equations (6.44)-(6.46) together with the continuity of ¢ = ( 5(2) ) at © = +x0/2

represent six conditions for six unknowns a,b, A2 B(1:2) which results in

a(\) = e |cos (zo) — A sin (xog)] ,
(6.47) . ¢
isU
3
Zeros of a corresponds to poles of the scattering coefficient r = g. Looking now into
analytical continuation of a into the complex values of A we conclude that depending
on the sign s these zeros are located at... 7777 We notice that the singularity at
£ =0 (i.e. at A = x(—5)"/?|ug|?+) is removable for both a()) and b()\) in equation
(6.47). Thus both a(A) and b()) are the entire functions (i.e. functions which are
analytic at all finite points over the whole complex plane A € C). Also a(A) — 1
for |A\| — oo.
Limit zg — 0 and ug = % produces the Dirac delta function potential u(x) =
yo(z) ... 777

b(\) = —2 sin (z0f).

6.4.2. Analyticity of ¢, ¥ and a()\). We now consider the analytical prop-
erties of ¢, ¥ and a(\) in the complex plane A € C. We will show that these
functions are analytic in the upper complex half-pane A € C* which corresponds
to Im(A) > 0.

The asymptotic of ¢ at £ — —oo is determined by equations (6.26) and (6.34)
as follows

(6.48) oz, \) = ( (1) )e—i“‘ +o(1), x— —oo.
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It implies in that limit that ¢(z, ) — 0 for \; := Im()\) — 400 because |e | =
eli® — 0. We transform the system (6.24) into the integral form by defining

6.5. Lax representation for Kadomtsev-Petviashvili equation

We consider the following overdetermined system of linear differential equations

\\ ~
(6.49a) aa— + LV =0, 0 = +£1,
dy
ov .
6.49b — + AV =0
(6.49b) 5 T+ ;
where L and A are the linear differential operators over z defined by
A 0%
and
- *v ov
.51 U=4— — v
(6.51) A 48x3+V8x+W

with U, V and W being the functions of x,y,t € R and  is the arbitrary smooth
function of y (but independent on both x and t).

Similar to the analysis of the system (6.1), we calculate the cross derivatives
using equation (6.49) which results in

(6.52a)
9w NG oL . O oL .-
=0 ' (LV)=—0' VU —0'L——=-0'—VU+o 'LAT
oty ”&() T YT My T vt ’
(6.52b)
Y 0 [ 9A_ 0¥ 04 -
=—— (AV)=——TV - A— = ——V+ o 'ALU.
oydt oy (4v) ay oy~ oy 1 °
A compatibility condition % = % implies from equations (6.52a) and (6.52b)
that
oL  9A . .
6.53 — —o— —[L,A]|¥=0.
- (o)
Equations (6.50) and (6.51) mean that %—’;“ is the multiplication operator,
oL~ oU
6.54 —V=—_—U
(6.54) ot o’

while %—‘3 is the first order differential operator over x,
QA _ OV Iw oW
Ly="" 2y
oy Oy Ox oy
The commutator [L, A] is given by

(6.55)

Lo e oV AU\
(L, A} =LA-AL = (2333 - 1an> 07
o?V 02U oW\ 0 O*W 03U oUu
(656)  + xz‘l%zz”ax)ax* o Yo Vo
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Hence combining equations (6.54)-(6.56), we conclude that the operator 7' :=
oL oA
at T oy —
sufficiently smooth function ¥, i.e. TW = 0. We can remove ¥ in equation (6.53)
and require that

[ﬁ, A] is the second order differential operator over z, annihilating any

. 9L 9A . .
6.57 T=——-0——[L,A]=0.
(6.57) 5 o5y~ Al
We use equations (6.54)-(6.57) to obtain that a condition of vanishing of the
terms in 7' which multiply %; is given by
ov ou

a condition of vanishing of the terms in T which multiply % results in

ov oV U 0w
=— +2

(6.59) oy "o o e

and a condition of vanishing of the terms in T without % give that

oU oW W PU U

(6.60) o "oy o Yowm Vo

An integration of equation (6.58) results in
(6.61) V =6U+C,

where C(y,t) can be any function of both ¢ and y. Then equations (6.59) and (6.61)
result in

(6.62) —60—=0——6—-—=+ 27.

We define a new function

W 19U zdC O

(6.63) =2t o or 6oy 30
such that
oU ox OC
6.64 W=3—-— -
( ) 3(956 3oq 5 8y + Cs,

i.e. ¢ is fully responsible for a deviation of r.h.s. of equation (6.62) from zero. Here
(5 is the arbitrary function of y and ¢. The definition (6.63) converts equations
(6.60) and (6.62) without loss of generality into the system

ou ou U ou ,0q¢ o2z 0°C 0C,
E+C%+W+6Uaix__3a @—7w+07y,

oU  0q

oy Oz

(6.65a)

(6.65b)
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We conclude from equations (6.50),(6.57) and (6.72) that the system (6.65) is a
compatibility condition for the following pair of linear PDEs

(6.66a)
oV 92U
"oy T a2 + (U +B(y)¥ =0,
(6.66b)
oV P ov (U oz 0C(y,1) _

where ¢ is subject to the condition (6.65b).
Differentiating (6.65a) over = and using equation (6.65b), we obtain that

0 (oU ou 03U ou 0*U o2 0%C
6.67 — (= +C 6U _ 320U T 0C
(6.67) 8x<8t+ o "ot a) 07 2 o
which recovers the KP equation provided %yg =0, i.e.

where Cy(t) and C4(t) are arbitrary functions of time.
Solving equation (6.65b) in this system for ¢ and plugging into equation (6.65a)
result in the KP equation with the additional terms in r.h.s. as follows,

ouU  oU U 8U>3 29 VPU 2w 9C | 9Cs

(6.69) ( + 0% + =0 +6U 57 2 o Ty T

ot or  0z3 0

where + is the arbitrary function of y, ¢ (7 can be also included into the modification
of ) and 9,1 is the inverse of the differentiation operator, i.e. the integration
operator over x which is convenient for the decaying boundary conditions to define
in the symmetric form as

(6.70) 6;1]’:% /f(sc’)dx'f/f(x’ da’

The arbitrary constant «y reflects that ¢ is defined in equation (??) up to the addition
of the arbitrary constant independent on x. Usually we set v = 0. The constant C'
can be removed from equation (6.69) by the Galilean transformation to the moving
frame along the direction x with the speed C.

Equations (6.61) and (6.63) imply that equation (6.51) takes the following form

3w ov ou
.71 AU =4—— — — - Y

(6.71) 83+(6U+C)8 +<38x 30q>

We conclude from equations (6.50),(6.57) and (6.72) that the KP equation
(6.69) is a compatibility condition for the following pair of linear PDEs

8\1/ 0%
(6.72a) e + o + (U +p)¥
ov Ioad\ o ov ou
where
(6.73) q=0;"! ou

xay
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This overdetermined system is the “LAX Pair” for the KP equation. Replacing
o _, 7(% does not change anything. Let us consider the following Lax Pair:

oy
ov 92U
6.74 +—+—+U0UY =0
(6.74) oy o2 T
ov oA ov ov ou .
(6.75) e + 478953 + C—ax + 6U—ax + (38:0 + 2q> U =0

Here U and q are real functions. A compatibility condition for equation (7.14) is

0 (oU ou 93U ou ,0°U 02 9%°C
=-30"— - ———
oy? 2 Oy?
which can be transformed to the KP-1 equation by the already-mentioned transform
t — —t, U — —U. Note that both equations (7.12) and (7.15) have bump-type
solitons.
If there is no dependence on y, one can set ¥ ~ e~*¥ and system (7.1), (7.2)
becomes

0?w

) Lo =— U= \U
(6.77) 7z T U
ov -
. —_— A\I/ =
(6.78) T 0

Now, ¢ = 0 and

A PV 0w oU
(6.79) AU = 4 46U 435U

We now have the classical Lax representation

(6.80) %’; =[L, A]

for the KdV equation,

oU oU 93U
o TG e

This representation can be easily extended to the matrix case. Suppose in
(7.16) and (7.17) U is an n x x real-valued matrix. Then equation (7.18) leads to
the equality

=0

— +3 |\ U——+ U 0
+ + 923

oUu ou oU n 337U B
ot ox ox -

or

ou ou?  9U

In particular, one can assume that U is symmetric, U7 = U. For instance,

o-[2 ]
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Then equation (7.19) composes the system

dp 0 3p B
(6.82) §+38f(p +r)+a—_o

dq 0 4 9 03¢ B
(6.83) at+38%( +r)+—a =0

or 0 o3r
(6.84) 5+ 35(1) +q)r + 53 =0

Notice that the entire procedure detailed above is purely algebraic. We can
therefore treat all the variables, ¢, x, and U as complex numbers. Let us make the
substitution U — aU, t — at, and  — ax, where a~2 = ia. We end up with the
equation

(6.85) o TUS - tiag o =0

Now, assuming that U = % +ip, a = ia. Equatlon (7.21) is then equivalent to
the system

8p 0 8<I> %P

(6.86) ot "ozl T “on8
0P 98\° 1., 9%

(6.87) at+2<ax> T T

This is a badly unstable system with Hamiltonian

(6.88) Hzi/p(?ﬁ)de—é/ 3dz —/(?:2> dz + 2/(25) dx

Now we will obtain Lax representations for all four types of Boussinesq equations.
First, we must set %—’;“ = 0 in equation (7.6). Then we set

A
ot
Now operators A and L have changed positions.

Looking at equations (6.20) through (6.23), we see that versions (6.21) and

(6.22) come from the KP-2 equations. They are compatibility conditions of the
following systems:

(6.89) = [A, 1]

83\11 8\11 ov ou
ou
_ag—1
= —-30" En
ov 9%V
91 —_— v
(6.91) \/?Zay 5z TV

These systems generate equations (6.21) and (6.22).
Now the combination of equation (7.25) with the Schrodinger equation

oU 92U
9% _ Y v
oy 0x2

generates equations (6.20) and (6.23).

V3
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6.6. Conservation laws for the KdV equation

The KdV equation,
(6.92) — +6u—+-==0
x x

is the compatibility condition for equations

(6.93) Yaa + (K2 + ) =0

(6.94) Pr = 2(2k% — w)h + ugt)

If we define A\ = —k?2, then .., = My — (ut)),.
Now we introduce

(695) 'l/} — Xeikw+4i]€3t
Equations (8.2) and (8.3) then take the form

1
6.96 r = T 5.7 Xzzx
(6.96) X 557 Xaw +uX)
(6.97) Xaw = 5o (Xt + 2uXe — UaX)
(From (8.5) and (8.6), one can get a very simple relation,
(6.98) Xt + Xaze + 3uxe =0
Let us assume that y — 1 as k — oco. Then we get the asymptotic expansion
X1 X2
6.99 =1
(6.99) =t gt e T
(6.100) x1=0""u
(6.101) X2 = ug + udtu

By plugging (8.8) into (8.6), one obtains the KdV equation (8.1).
Further consideration ought to be made in slightly different terms. Let us

denote
— f i@ t)de

X
Then,
1
102 =———(gz + ¢
(6.102) ¢= 57 (@ + ¢ +u)
0
(6103) qt = %(qfib +3q2qgc +q3 + 3“)

Hereafter, we will assume that © — 0 at © — +oo. Then, x — 1 at © — 00 (one
can choose x according to this condition), and ¢ — 0 at  — Fo0.
Let us denote

(6.104) I(k) = /00 q(z,v,t)dx

— 00

In virtue of (8.11), %(tk) = 0. I(k) is a constant of the motion and depends on
parameter k.
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One can expand ¢ in an asymptotic series in powers of ——at k — oc:

—2ik
0
6.105 =) oo
(6.105) =2, (—2ik)"
n=1
Now,
(6.106) Q=u
(6.107) G2 = Uy
(6.108) g3 = Upq + u°
3 Ou?
( ) G4 = Q32 +2q1q2 = u +28$
(6.110) 0 = Gz + 20103 + ¢3
(6.111) = Qo + 2u(tigg +u?) + u2
(6.112) = Ungaze + 402 + Sttty + 2u°
In general,
n—1
(6113) dn+1 = Q4nz + Z dkqn—1—k
k=1

(From (8.14) one can see that

o0
oo

/ q2dz =0

qsdx =0
— 00

Later on, we will prove that

e}
(6114) / QdeLL' =0
—o0
Now,
(6.115) 1y :/ udzx
(6.116) I = / u?dx

All integrals
Iy = / Q2k+1dT

— 00

are constants of motion of polynomial type
(6.117) I = /Pk(u,ur, e uP Vg

where P is some polynomial.
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The next nontrivial integral,

oo

(6.118) 13:/ q7dz:/ (2q1q5+2q2q4+q§)dx:/ (uizflouui+5u4)dx

Notice that the KdV equation (8.1) is a Hamiltonian system:
ou 0 0H
— = =
ot Oz du

1 e 1 -
(6.120) H=2l= / (2u§ + u3> da

— 00

(6.119) 0

Integrals (8.19) are local; one can also study non-local integrals. For instance,
one can expand ¢ in powers of parameter 2¢k in the vicinity of k = 0:

(6.121) q = po + 2ikpy + (2ik)*py + ...
Then pg satisfies the Riccati equation,
(6.122) Pos + P +u=0

All higher terms of expansion (8.22) are solutions of inhomogeneous linear equations

D1z + 2pop1 = po

and so on.
Let us study more carefully the KP equation,

0 (0Ou ou  Ou

We will assume that u — 0 at £ — +o00 and |u| < 0o on the entire zy-plane. After
integrating (9.1) by z, we get

0?A
124 — =0
(6.124) -
(6.125) A :/ udx

(From (9.2) we can conclude that
(6.126) A= A(t)
In chapter 7 we defined ¢ as

ou o [°

6.127 =30,' —=-3— d
(6.127) ! © Oy dy /_oo o
By virtue of condition (9.4), ¢(co) = 0. Then equation (9.1) can be written

ou O dq
6.128 — 4+ — 3u) = F—
(6.128) gt T gg e F30) = F5,

For the oblique solution (6.8), ¢ = —aw, % = a2g—;, and ffooo g—gdx = 0. Then,
(6.129) A= / udx = Ag = const
Notice that the equality
0A

(6.130) =0

5 =
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is just a consequence of the nature of the Hamiltonian structure:
Oou 0 0H
— 4+ —— =
at = Ox du
Equation (9.7) holds for any Hamiltonian satisfying the condition %—5 —0atx—
+oo. In the general case, A = A(y), but for both KP equations is it just a constant.
Actually, A(y) is not a “normal” motion constant, like H itself, but is rather a
“Kazimir function” conserved due to the degeneracy of the Poisson structure (9.8).
Notice that, in the presence of solitons, H = oo, while ‘;—Z is finite and well-defined.
Let us find other conservation laws of the KP equations. Hereafter, we will
concentrate on the KP-2 equation. Transition to the KP-1 equation can be done
by the standard change, y — iy and ¢ — iq.

(6.131) 0

(6.132) % +% +up =0
(6.133) aaif + 4% + 6”% + Buz+ @) =0
where q = fg—y(?*lu.
As before, we introduce the function x
(6.134) W= Xeka7k2+4k3t
X satisfies the equations
(6.135) 2kXe = Xy + Xax + ux
and

(6.136) 12k%x — 16kXa0 — 6kux + Xt + 4Xaza + 6uxe + (Buz +¢)x =0

After some simplifications, equation (9.13) must be reduced to one of the following
two forms:

(6.138) 9 +i( + 3uxz +qx) +3Q( +uy) =0

. ot Xz o Xzzx Xz T 4dX )z By Xy X) =
Equation (9.15) is the differential form of the set of conservation laws

(6139) Xat T Xozer T 3Xyy + 3(“X:c)x + S(UXy - 671“3/)(36) =0

Now we can denote € = 1/2k and expand y in powers of &:

(6.140) x=1+ex1 +e%xa2 + ...

Equation (9.12) then becomes
Xa = €(Xy + Xaz + ux)

Thus,

(6.141) x1=0"tu
1

(6.142) X2 = Uz + 0 tuy = uy — 34

Plugging (9.18) into (9.15) leads to the KP-2 equation. Substituting higher-
order expansion terms from (9.16) into (9.15) leads to other nontrivial relations
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imposed on w and g. Half of them, as in the case of KdV, are conservation laws.
To make this clear, we rewrite equation (9.15) as

Xat + Xeawa + 3Xyy + 3(UXa)a + (qX)a + 3(ux)y =0
Then equation (9.15) can be rewritten as follows:

(6.143) Xz = €(Xy + Xaz + P2X)
(6.144) xX1=¢
10

X2z = (by + Puz + 5%@52
Hence,
(6.145) /Xgmdacdy =0

-1 1o

(6.146) X2 =0 ¢y + ds + 3¢
(6.147) X3z = X2y + X2wa + X2
Then

1
/ngdxdy = /(;Sxxgda:dy = /((staild)y + 2 + §¢x¢2)da:dy
0
— [(co0,+ &+ § 6o = [ G2dudy

Finally, we obtain the expected result
(6.148) /quxdy = const

Further calculation of the motion integrals in terms of y; is too cumbersome. To
simplify this procedure, we can replace equation (9.14) with the equivalent equation
B

and introduce B
¥ = efjoo p dz

Then equation (9.17) becomes
(6.150) p=c(p, +piu+0"'p,

B 0 B

(From equation (3.25), one can see that

(6.152) I= /pdxdy
is the motion constant. Again, one can perform an expansion
p=cepi+ep+ ...
p1=u

By plugging p = ep; into (3.25) one can see that the zeroth-order terms are can-
celled. Indeed,
30" uy + 3uy +q—3u, =0
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because ¢ = 30~ 'u,.
Thus, to get conservation laws, we must forget about equation (9.27) and work
only with equation (9.26). Then,

_ 1
P2 = Uy + 0 1uy:u177q

3
/ dxd ——*1/d d —*lA

Again, all integrals of even p,, are zero. Now,

Notice that

Yy=0o0

=0

y=—00
P3 = pa2z + 871p2y + U2

/pgdxdy = /ugdmdy

Finally, only the odd integrals survive, and

Ik = /p2k+1da:dy

Then,

(6.153) I = / w dz

(6.154) I = /qua:

(6.155)

(6.156) I3 =2H
(6.157) H= / (—;ui +u® £ ;qQ) dzdy

For KP-1, the =+ sign is positive, and for KP-2, it is negative.

6.7. Local and nonlocal 9 problem

Let A be a coordinate on the complex plane and x(\, A) be some function which

is not necessarily analytic. Let us study the equation
ox <

6.158 —==f(\A
(6158) X0
To solve this equation, one must invert the operator %. To do this, we should find
the 0, derivative of rational functions.

What is %%? To answer this question, we present

1 A

YoM
01 1 A\ g2

XA MA+e2 (A +e2)2 (AN +e2)?
Now let A = re®?:

(6.159) =
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Ife — 0, then %% tends to zero everywhere except at a single point, A = 0. Hence,
o1
OANN
where §(A) is a two-dimensional delta function. To find ¢, we must integrate

-0 1 i re?
= [ =2 g
¢ / O\ A 7T/0 (r2 4 ¢2)2 "

(6.160) e5(N)

e’} 82 52 S
= 76‘[ —— —
”/o e~ Ty, T
Finally,
01
6.161 —— =7(A
(6.161) 5 =)

This is the Poincaré formula.
Now, we can present f(A, A) as follows:

FOLA) = / 5(A — €)1(6,E)dedE

10 1 ~ _
- ~ox | e fe e
Then,
1 _ _
(6.162) x=chio) + 1 [ T 76 €ase
In (10.5), we must assume that
L _y A—¢
N

In (10.5), xo(A) is some analytic function of X. If we do not want to acquire
additional singularities, we can set xg = const.

We can say that x(\, \) satisfies the linear 0 problem if it is a solution of the
equation

Ox _

6.163 X _

FOLNXA )
and
/f()\, N)dAdX < const

This problem has a unique solution if we additionally demand that y — 1 as A — oo.
Then,

(6.164) X = Xo = exp {;_ J;\(f’gdfdér}
If the function f has an asymptotic expansion at A — oo,
(6.165) x =P\ +0(\)

where P(\) is some polynomial. Then one has to set
(6.166) x = PN xo(\, N

Hereafter, we denote A = Ar + iA;. Suppose that
FONN) = F(AR)S(Ar)
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Then function x(\, A) is analytic in the upper and lower half planes. It has limiting
values
x—x" Aar—o0f
X=X, Ar— 07
Now equation (10.6) reads

Xt =x" = %f(AR)(XJr +x7)
(6.167) Xt =9(\r)x~
1+ 1f()\R)
(6.168) g(Ar) = 1_37%

Condition (10.10) defined the local Reimann-Hilbert problem on the real axis.

As before, this problem can be solved exactly. It has a unique solution normal-
ized by the condition x* — 1 at |\| — oo, if we propose additionally that functions
xT have no zeros in the half-planes of their analiticity. Then functions Iny™ and
Inx~ are also analytic functions, and

(6.169) Inxt —Inx™ =Ing
Then,
1o Ing(§)
oo E— (Ar+iA)
1> ing(§)

If function xT has zeros at points A = ay, ..., a,, Reas > 0, one can arbitrarily
choose the same amount of points A = a1, ..., a, in the lower half-plane and define

v (A—ar)...(A—an)
A —d1)...(X — dy)

(6.170) Inxt =

In the same way, if x~ has zeros at points A = by, ..., by, Imby < 0, one can
arbitrarily choose the same amount of points A = by, ..., b,, in the upper half-plane
and define
_ A=b1)c(A=bp) -
= (A=b1)...(A = b )¢
A=b1)...(A =)

Functions ¥* have no zeros. They satisfy the new Riemann-Hilbert problem

=§

X"
f]:(/\—al)...()\—an)( —by).. E

A —a1).(A—dn) (A — by)..
This Riemann-Hilbert problem has a unique solution.

Now we define a nonlocal d problem assuming that function x(\,\) satisfies
the following integral equation:

ox L ) i
EX */F(Aw\,é‘,ﬁ)x(ﬁ,f)dgdg

X
bm) ,
)

(6.172)
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The function must be properly normalized; for instance, one has to require that
x — 1 as |A\| = oo. In this case, x is a solution of the following integral equation:

(6.173) =1+ [ ROAEOx(6 ded
Here,
- 1 [F(upaé&é€
ROAEE = 1 [ FEEED gy

In the general case, (10.14) is a regular Fredholm integral equation of the second
kind. However, in the case of the local 0 problem, this equation becomes singular:

(6.174) x=1+ % / ﬂf’f)_x(;’g)dsdf

We have seen that this equation can be solved explicitly. The method of solution
described above is known as the Wiener-Hopf method.

Another important example of a nonlocal d problem is the following: suppose
that x satisfies the equation

ox - -

This is the “reflected local @ problem.” Integral equation (10.14) now takes the
form

(6.176) x=1+— / A7+€d§dg

(6.175)

This equation cannot be solved explicitly.

6.8. Dressing method for the KP equation

Let us define the nonlocal d problem

ox _ N T _
(6.177) B /x(n, T (n, 7, AN)dndn
Normalized to unity at A — oo, such a x satisfies the integral equation
1 T ga g? 7, ’F] = ¢ =
(6.178) x=1+ —/ (A )x(n, 1)d&dEdndn
™ -
We will assume that the homogeneous integral equation
1 T 57 ga 7, 77 — ¢ =
(6.179) X = 7r/(A_g)X(n,n)dfdfdndn

only has a solution of zero and will also assume that the kernel T" depends on
coordinates x, y, and t as follows:

T(&,&m,0) = e?DTy(&,6,m,me*)
AN) = Az — N2y — 4X3¢
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This means that T satisfies the system of linear equations

oT
6.180 —+AN=n)T=0
(6.150) (=)
oT
6.181 — -\ =)T =0
(6.151) 5y~ =)
oT
(6.182) v 4N - )T =0
Equation (11.1) can be rewritten symbolically as
Ix
6.183 A T
(6.183) oy~ X
Let us introduce the differential operators
Ix
6.184 Dix==—=+A\
( ) 1X O + AXx
ox 2
6.185 Doxy=—-=—=-2A
(6.185) X =5, TAX
ox 3
(6.186) Dsx == —4X°x
ot
These commute with operator %. Applying D; to (11.5), we can see that
0
6.187 —D;x =D;x*T
(6.187) a5 DiX X *

Let Dx = D(D1, D, D3)x be any polynomial on Dy, Dy, Ds. Its coefficients are
functions of x, y, and t. By induction, we can prove that

0

6.188 —Dx =Dxx*T

(6.188) o DX = Dx*

Now we construct the differential operator
(6.189) Lix = (D2 + D} +u)x
0 0

(6.190) = a—z = XX+ (o A X Fux
0 0? 0

(6.191) =X O XL 9 EX Ly

oy  0z2 ox
in the neighborhood of infinity,

X1 X2
6.192 =14 =4+=+..
( ) X tr et

and 5
Ly — P +u
ox

Hence, if

(6.193) w= 220
’ oz

(6.194) Lix —0 at A >

However, Lix is a solution of the non-local 0 problem with zero asymptotics at
infinity. Therefore, either L;x = 0, which can be rewritten

(6.195) (Dy+ D? +u)x =0
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or
ax  Px ax
=4+ = 422 = =0
Oy + 0x? + oz ux
In the same way, we can construct the operator
(6.196) Lyx = (D3 + D3 + 6uD; + 3u, + q)x
or
0 3 0 0 0?
6.197)  Lox = (4 +4-— + 6u=— + 3u, 1202 — + 12\ = + 6u\
(6:197) Lox = (G + 475 + buggy +3ue +q + 12X 50 12255 + 6ud)x
Substituting (11.10) into (11.11) and setting A — 0, we obtain
0 0 02
(6.198) Lox — A (1222 4 6u) + 12222 1 129X 4 Guyy + 3up + g
ox ox ox

The term in (11.14) that is linear in A is cancelled by virtue of (11.11). Then,
substituting (11.10) into (11.12), we get

25X2 i Pxa
T i 20!

ox Ay ox?
Substituting (11.15) into (11.14), we see that

(6.199)

0
Loy — 672 +4¢
dy

If we assume that ¢ — —66‘1uy, then Loy — 0 at A — 0; hence
(6.200) Lox =0

Equations (11.12) and (11.16) are identical to equations (9.12) and (9.13). Thus
we see that by using the nonlocal d problem one can construct exact solutions of
the KP equation.

6.9. Solitonic solutions of the KdV equation
Let us assume that
(6.201) T(n, 7, A, A) = T(A, N)a(n + N7 + A)
Now the 0 problem (11.1) is reduced to
) _ f _
(6.202) 3—3; = T\, Ve 2ot (L) 3)

In this case, the dependence on Yy is cancelled and the KP equation reduces to the
KdV equation,

(6.203) up + 6uty + Uggy = 0
The integral equation (11.2) now reads

1 T = —217m+8173t o 5
(6.204) x=1+;/ o(n,1m)e - x(=n, n)dndﬁ
or

1 To(—n. —n 2?7:6787]3t =
/ o(=n,—n)e X(??,n)dnd?7

6.205 =14 =
( ) X +7r A+
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Again, let
0
Dyx = £ + Ax
0
DQX = 871( - 4>\3t

Dy = P(Dy, Dy, \?)

where P(Dy, D2, \?) is any polynomial of the three variables. The coefficients are
functions of « and ¢. Them

(6.206) %DX =T\ Ne 2Py (=X, —))
Here, ¢ = Az — 4)\3t. If Py — 0 at A — o0, then
(6.207) Px=0

In particular, one can choose
Pix = Lix = (D? = X2 —u)y
Pyx = Lox = (D3 + D} + 6uDy + 3u,)x

We have obtained the result of chapter 8: the KAV equation (12.3) is a compatibility
condition for the linear equations

X | 5,0
2 —= + 2\ = =
(6.208) 92 + /\ax +ux=0
ox , 0% 9%x 20X Ox
2 — +4—=S5 + 12 =5 + 12\ = —+A z
(6.209) 8t+ 8x3+ 8x2+ (‘3x+6u 6$+ X | + 3uzx
Now suppose that
— N — —
(6.210) TN =7 MZS(A = Xe)6(A = \y)
k=1
N
fn(z,1)
211 =1
(6.211) X +; .
8—)5 :ﬂif (2, )6 — AR)6(A — An)
8)\ —~ n ) n
N
5 fn(,1)
A=A =1-
X(=A,=A) ; T
Let us denote
(6.212) g = fre
Functions g, (x,t) satifies the linear system
N ($n+dm)
(6.213) g =M2 S I T pp2e—en
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The determinant of this system

_(¢n+¢m)
(6.214) A = det||dpm + M25

—— || =det Appy
n o = de

Then

[eS) N
(6.215) =3 fu= gue
n=1 n=1

We know the fundamental fact that

(6.216) X1 = —%
Thus,
52
(6.217) u = 2$ln A
To prove this fact, we must remember that
N
Ay =) A,
n=1

where A,, are the determinants obtained from A by differentiating along the n'"
column. As a result, the n* column of A,, is

M12€—¢1—¢n M126—¢1
M2e—2=0n Mze=%2
(6.218) ' = e %n

M2e—26n M2e=én

Now, using Kramer’s rule, we can conclude that

A

_an n

. =n

9n + A

Hence,

_ 1 Ay
Zgne On = —ZZAn = A

It is interesting that the whole solution of the linear system (12.8), (12.9) can
be presented in the determinant form

A
6.219 _=
( ) X=3x
where
e—® e—9n
1 )\7>\11 A—An
M126*¢1
(6.220) A=

M’ge_qﬁn
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In the case when there is a single pole \g,

(6.221) A=1+e2
6.222 S = No(z — o) — 4N3t
0
M2
6.223 2dozo —
1 . M?
224 =—In—o
(6.224) 10 920 "2
Now,
A, 2\
22 Sz _ A
(6.225) A €25 +1
2 2
(6.226) A

 cosh?[(x — x0) — 422t
This is a soliton.
The determinant A is called the “tan function” and is denoted 7. Let us look
for solutions of the KAV equation with the form
82

If w = v,, then

0 T
v=2—InT=2—

i

or
v satisfies the equation

(6.228) vt 4 302 + Vggr = 0
Then,
2
(6.229) Vg = ﬁ(TxtT — TuTt)
2
(6.230) Vg = ﬁ(waT —72)
A,
(6231) Vgpx = ﬁ(chrzT - TmT’rr) - %(T’EIT - 7'3)
2 473
(6.232) = 2 (e —3mm) + 2
127’57_“ 12T;6L
(6233) Vpzax = E[Tmmzz’r — 2Ty Tone — 37’395] 77_3 — o

It is remarkable that, after substitution of (12.25) into (12.24), only quadratic terms
survive and equation (12.24) takes the form

(6234) TatT — T Tt + TexxeT — 4Tmmx7—m + 3Tz2:£ =0

This is the famous Hirota equation.
One can check that the Hirota equation has the solution

3
= 1 +ce—2)\l+8/\ t

corresponding to a simple soliton.
If we make the transformation

(6.235) T — AePr
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where A and B are arbitrary constants, then InT — In A+ xIn B +In 7, and
d2 d2
ET — @ln T

A solution of the KdV equation is invariant with respect to transformation (12.27).

6.10. Scattering of solitons

Let us study a two-soliton solution characterized by the position of poles A;
and Ao and parameters M2, M3. Now,

2 6*24’1 2 e*(¢1+¢2)
(6.236) A= | MM M
. M2 e~ (¢1+¢2) M2 e 202
2 At 22X,
A1 — A2)?
6.237 N TS O\ Ger ) N (IR N)
( ) +et +e +(/\1+)\2)26
Here,
(6.238) fl = —2/\1($ — 4)\%75 — 3210)
(6.239) €y = —2Xa(x — 4\3t — 290)
1 M?
.24 e e
(6:240) 0= o " o
1 M2
241 =—In—2
(6.241) 207 5%, " o,

We assume that A\; and Ay are real numbers, and that A\; # +As.
Let both A1 and A, start off positive and that initially Ay > Ay > 0. Let ¢t — oo.
In this area, x ~ 4A\?t and & ~ 1. In the same area,

£y~ =8 (A2 = \2)t

So, & — oo and eg — 00. Hence, in this region, &; ~ 1, and the two-soliton solution
is reduced to one soliton:

(6.242) A—14en

This is the “fast” soliton. Its center is positioned at = = x19 + 4)\%15.
The “slow” soliton at ¢ — oo is positioned in a region where & ~ 1. In this
region,

€1 ~ —8A (A2 — A2)t = 8, (A2 — AD)t — oo

if t — oo. In this region, we can replace the determinant (13.1) with an equivalent
determinant

B _ 2
(6.243) A-A=1+ me@ +e 5 (1 + )
(A —X2)? ¢ é
244 N e
(6 ) +(>\1+/\2)26 +e
- AL — Ag)?
(6.245) Ca=6&+ 1= 22)

(A + A2)?
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Equations (13.6) and (13.7) mean that the slow soliton is positioned at the point

. L (A4 A2)?
6.246 - —In—=
( ) T20 = 20 Do — Aa)?
Now let t — —oo. The center of the “slow” soliton is located at the point x4, while
the center of the “fast” soliton is at the point
N 1 ()\1 + )\2)2
6.247 = — pt T2
( ) L10 = T10 — 20— )2
At t — +£oo, the fast and slow solitons are far separated. In some interme-
diate time, they undergo a collision. As a result of this collision, the fast soliton

acquires a positive shift 1 ln%, while the slow soliton acquires a negative
shift, ——ln% The center of mass of the solitons,

A A
(6.248) <z >= 210 T A2T20

A1+ A2
remains unchanged.
To continue further, we must first learn how to calculate the determinant

1 1 1
2/1\1 )\1T>\2 Al-si/\m
(6249) A()\l, ey >\m) = A1+Az 22 T X+ Am
P, TR

Actually, A(A1, ..., ) = 0if X\ = A, and A(A,...,A) = oo if either A; = 0 or
Ai +A; = 0. We can thus conclude that

[T —N)?
6.250 Delta(A, ..., A\m) =C
(6:250) elta(di, s Am) TTIOw + 202 2721 A
where C' is some constant. To determine this constant, we send \,, — 0 and find
that, in this limit,

A()‘la B8] >‘m) -

A0 )

Repeating this procedure, we find that C' = 1. Now we can present a general
function 7 as the sum

(6.251) T=A=14+71+7m+..+7,
N

T1 :Zeg’“

k=1

(6.252) € = =20 (2 — AN2t — 201)
—In Mg

2Nk 2X\k

_ Ny = Nia)® e v,
i D T

where, in this sum, A; # A;. In the same way,

(6.253) jg: II : ; T

A

Tok =
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inside the products, i, and ¢, run through all possible pairs of entries 41, ..., if.

Representation (13.12) makes it possible to study analytically the asymptotic
behavior of any n-solitonic solution. Suppose that the position of the poles are
ordered

(6254) A1 > A > >\,

Let t — oco. In the area £; =~ 1, §; — —oo for i > 1. Then the solitonic solution can
be simplified to the form
A=1+¢

and the fastest soliton is placed at x = zq;.

To look for the position of one of the slower solitons with number k&, n >
k > 1, we should divide the 7 function by the factor eS1++&-1 5o that the term
proportional to ef* becomes the major. Then we send t — oo to make sure that all
exponents €& "¢ [ > k, are exctinct. We end up with the one-soliton solution

2
A—>COTLSt <1+H>\—’_ik§€ k)
l k

1>k

We can conclude that the soliton of rank k at time t — oo is shifted backward up
to distance ( 2
1 AL+ Ak
drf = — In——=
ko ; (A — \g)2

Repeating this consideration in the limit ¢ — —oo, we find that, in this limit,
the slowest soliton takes a leading position, while the faster solitons are shifted
backward by a distance

As a result, we find the remarkable conclusion that the shift of a soliton in an
n-soliton solution between ¢t — —oo and t — oo is an algebraic sum of shifts of this
soliton in pair collisions with other solitons:

1 N+ k) (A )\
51’}2‘59;';_2)\]6(21” 1+ k Zl 1+ k >
1>k

<k

6.11. More on solitonic solutions: Transplantation

Suppose that the pole in a single-soliton solution is located on the negative
half axis \;y = —m, m1 > 0. To avoid singularities, we must demand that M; is
imaginary and replace M? — —MZ. Then,

(6.255) A =1 4 Pm@tao—4nit
where, as before,

1 M?
6.256 T = —In—-
( ) BT TRE T
Let us present A in the form

(6.257) A — 627](96-&--”610—477?0 (1 + 6—27]1(f£+?£10—4nft)) ~ (1 + e—2n1(z+r1o—477%t))

This is a soliton of amplitude 7; located at x = —x1g.
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Now we consider a two-soliton solution and assume that one pole is located on
the negative half-axis, Ay = —n;, and the second pole is located on the positive
half-axis. As before, we replace M — —M?. Now,

A 2
(6.258) A1 et pefy (771+2> e
m — A2

& =2m (IE + 10 — 477%75)
52 = —2’[72(1‘ — T20 — 4’)’]§t>
Now we multiply (14.3) by 5! and obtain the equivalent determinant

- Ao\ 2
(6.259) Aolieby (’h*;) o -Gt
N — A2

Now we replace

2
z N — A2
= l
So— & =86+ n(ﬁ1+/\2>

Then we return to the “standard” form of the two-soliton solution (13.6), but the
position of the solitons are shifted.
The soliton with eigenvalue 77 is located at
- 1 M?
0 =—=—In —

10 o 2
The second soliton is located at the point
M; 1 (A tp)?

—In —In

2 22 2m2 (= Ag)?

This process can be called “transplantation of solitons.” If k solitons with eigen-
values \; = —n;, i = 1,...,k are located on the negative half-axis (n; > 0), the
transplantation can be made by multiplying A by the factor

T20 =

2
(6.260) e~ (€1t &) [1(n: —ny)
[1(n: +n;)?

where 1 <4 < k and 1 < j < k. After this multiplication, we obtain the same
solution of the KdV equation. It must be the solitonic solution with n “positive”
poles (this is a theorem!). But determination of the soliton’s position Z1g is an
as-yet unsolved problem.

Now we consider the two-soliton solution and assume that the poles are com-
plex: Ay =p+1tq and Ay =p —1q, p > 0. Then,

M—X)? ¢

(M + A2)? B _I?
and
_ 2 _
A — 1 + 66 +€€ —_ qie(f"!‘g)
P2

If x — oo, then

A — _q7262p(1:7:6074()\2+5\2)t)
p2

— —00
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If + - —o0, then A — 1. Then, inevitably, A has a pole at some point x = xg.
Near this pole,

~__ 2

v= (x — x0)?

Xm (A, 1) 1 /p(s7x7t)
261 =13 XY 2 ST g
(6.261) X(=4) A4 A 2 A+is

On the imaginary axis, x(—\) — x " (ik) if A > 0, or x(=\) — x~ (ik) if i\ < 0.
There is some ambiguity in choosing a version of x on the imaginary axis. We
will assume that
Ix
o))
where xT is a function that is analytical in the right half-plane with exceptions at
points A = A;, where this function has simple poles.
Now we will decipher equation (14.12). Putting together terms proportional to
i(k), we get

1 [ t
(6.263) X1+ Z )\l M2 =29 _ MlQe—sz <1 _ 7/ p(s,x,)ds>

21 J_oo M+ is

(6.262) = T(\)ePE—4X* 0y +(_))

Terms proportlonal to d(n) give

—% 2 " Xm(z,t) 1 p(s,z,t)
(6.264) p(k, z,t) = f()e™ 24570 (1 Sy Amtmt) LAY
=ik +Am 21 ) e+i(k+s)

Now we define

(6.265) ok, x,t) = p(k,z,t)e®

(6.266) G (2,1) = Xme ™

and introduce the functions

(6.267) K(z,y,t / ok, x,t)e”*edk + Z G (@, t)e ™ m"
(6.268) F(z+y,t) = / Fla,t)e R8T g N A2 o= Am(aty) =8N

m=1
There exists a fundamental theorem that says functions K and F satisfy the
equation
(6.269) K(z,y,t)+ / K(z,z,t)F(z+ z,t)dz = F(z + y,t)

To prove this theorem, we write down a system of algebraic equations for ¢;:
(6.270)

n . —1isT
n t
V2o~ N8N Ome — M2 Nm ATt ¢ 5, Z,
g+ Mpe Z_l)\n—i—)\m L€ S om A+ is

and a single integral equation for ¢(k,x,t),
(6.271)

o(k, z, t)+ f (k)e~iha—8ik™t {1 X s @ )T Z ¢k+A } F(k)e-iko-sik®t

21 J_o e+ i(k+9)
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Hereafter, we will use the following obvious equalities

(6.272) AT [T g
. = e mEdz
>\l + >\m /3;
— (A +is)z 00 )
(6.273) Y = / e~ Nitin)z g,
l (& T

—i(k+s)z—nx [e7e]
e—i(k+s)z—n _ / e—ilkts)z=nz g,
i(k+s)+n @

7)\l$

(6.274)

Then we multiply each term of system (14.19) by e , multiply equation (14.20)
by ie‘i’”ﬂ sum over [, integrate over k from —oo to oo, and add the final results.
We end up with the Gelfand-Marchenko equation, using formulae (14.21):

K(z,y.t) + / K(2,20)F(z +9,8) = P +y,¢)

This equation is correct only when y > x. Notice that, according to (14.10),

K(z,z,t) = / ok, xz,t)e _Zk”dsc—i—Z(bmxt ~Ame

= % /p(k7x7t)dk+’mz_:1 Xm(xlat) = X1

Here, x1 is the first term in the expansion
X1
=1+=+..
X + h +
Then,

u(x,t) = —2%[((1‘, x,t)

6.12. Dressing in the Marchenko equation
Let us begin with the equation

(6.275) K(z,y) + /00 K(z,2)F(z,y)dz = F(x, 2)

where y > = and F(z,y) satisfies the equation

O*F  O°F
By applying this operator to (15.1) we obtain
(6.277)
> (O’°K o
L0K+/ <a§;§’2) + uo(z) K (x, )) z,y)dz 7/ K(x ( 8(2 9) +u0(y)F(z,y)> dz
OK (z,x)
(6.278) —d—K(J: x)F(x,y) — TF(J: y)=0

Then we replace
(6.279)

/ K(x ( Fa(zy)+u0(y)F( ) / K(x < g(zy)—i-uo(z)F(z,y))dy
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We integrate this equation by parts to find that

(6.280)

— /:O K(z, z)%dz = — /:O %F(z, y)dz+K(x,x) 8FE()Z’ ?) —8K€()ﬁ’ ?) |Z:IF(J),Z)
Putting it all together, we end up with the relation

(6.281) LoK(x,z) — Q%K(m, x)F(x,z) + /LOK(x, 2)F(z,y)dz =0

or, expressing F' using (15.1),

(6.282) LK (z,z) + /LK(J&, 2)F(z,y)dz =0

where

d
LK = LoK — 2 K(z,2)K

which can be rewritten as

_PK PK

(6.283) LK = 55 6w2+%u@)—UMwﬂﬂ%y)

where J
u=1ug— 2%K(x,x)

Hereafter, we will assume that the homogeneous equation (15.7) has only zeros
as solutions. This implies LK = 0, and the kernel K then satisfies the equation

PK ’K

922 0 + (u(w) —uo(y)) K (x,y) =0
Equation (15.1) realizes “dressing” on the nonzero background wug(x). In the case
where ug = 0, one can choose F(z,y) = F(z + y), and we return to the equation

described in the previous chapter. To make our consideration as close as possible
to the material of chapter 14, we will introduce the “light cone variables”

1
£= 5(33 +9)
1
n= 5(50 —-y)
r=&§+1
y=&—n
In terms of the light cone variables, equation (15.2) takes the form

0’F
9Ean
Now we demand that 95 — 0 as € — 0. Suppose that |u(z)| < c is a bounded

function. We could then write a solution of equation (15.2) in the form of a degen-
erative kernel,

(6.285) F(z,y) =Y M;én(x)bn(y)

(6.284)

+ [u(+n) —ul§—n)F =0

Here, ¢, is a solution of the equation

0? 9
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with the boundary condition ¢, — e~*® as  — —oo. Here, the A, are, at this
point, arbitrary constants.
We can look for solutions of equation (15.1) of the form

(6.287) K(z,y) =Y _ Wi(2)pu(y)

=1

n [e’e]
(6288) \I/[(l') + MIQ Z / ¢l(8)¢>m(8)d8 = MEQS](Z‘)
m=1"7%
We can see that, in the case ug(x) = 0, ¢, (z) = e~ 7.
Now,

(6.289) K(z,z) =Y U(x)hi(x)

1=1
Using the same consideration as in the previous chapter, we can see that

0
2 K =—-lnA
(6.290) (z,x) 83Cln
where
(6.291) A =det Ay,
(6.292) B =i+ MF [ 6n(5)6n(5)ds
Finally,
82

(6.293) u(z) = up(z) — QWM A

Notice that ¥;(x) satisfies the equation

02,
0z2

Moreover, ¥; — 0 as || — foo. This means that ¥, is an eigenfunction of the L
operators with eigenvalues A\?. There are two possible cases now. It may be that
)\l2 is already and eigenvalue of the “seed” L operator. In this case, the dressing
procedure does not change the eigenvalue; it will only deform the potential and
the eigenfunction. If ); is not an eigenvalue of the initial “seeding” potential,
then the dressing procedure adds a new eigenvalue together with its corresponding
eigenfunction. In this case, the dressing procedure can be treated as the addition
of a finite number of solitons to the initial solution of the KdV equation.

Suppose that all the \; are eigenvalues of the “seeding potential.” In other
words, all ¢;(x) — 0 at x — —oo. Thus, U; are eigenfunctions. in this case, we
can define M? = eM? and send ¢ — 0. Now, A — 1 and ¥; — eM?2¢;. Thus,
ug — ug + du, and

(6.294) +u(x)¥; = A2,

(6.295) du = —25% > MG} (x)
=1



6.13. TRIANGULARIZATION 305

¢

This is a particular case of the “infinitesimal dressing.” Another example of this
type of dressing is presented by the following construction. Let us define a solution
of equation

(6.296) v +u(z)V + k2 =0

Ox?
as the “Yost function” if W(k,z) — €*** as 2 — oco. Then we can present a general
“infinitesimal dressing” of the form

(6.297) 0K (z,2) =Y MPoj(z) + /
=1

oo

g V2 (k, z)dk
oo

Hereafter, we will show that (15.19) is just the expansion of 0K (x,x) in the gener-
alized Fourier transform in a new set of functions

(6.298) Fy = ¢} (x)
(6.299) F, = V% (k, )
We will prove that, for an orthogonal system, these functions are eigenfunctions of
a very interesting “recursion operator.”
6.13. Triangularization

The Marchenko equation (15.1) can be treated as a result of Gaussian triangu-
larization of 777
In equation (15.1), we must replace K — —K+. We obtain

(6.300) K (z,y) + F(z,y) + /OO Kt (z,2)F(z,y)dz =0

This equation can be interpreted in the following way. Each nongenerative operator
1+ F can be presented as a product of triangular operators
(6.301) I+ F=1+K") ' (1+K")

where KT and K~ are triangular operators:

(6.302) K+f:/OOK+(x,s)f(s)ds, K™ (z,8)=0 s>z
and ”
(6.303) K f= / K~ (z,s)f(s)ds, K~ (z,8)=0 s<uz

Now, multiplying by (1 + K ™), we obtain the equation
(6.304) K¥ (@) + Pl + [ KN @2 F ) = K- (o)

On the half plane y > z, equality (16.4) gives (16.1). For y < z, we obtain the
expression for K,

(6.305) K™ (z,y) = F(z,y) + /00 K*(s,2)F(s,y)ds

In equality (16.5), y < x.
Let the function ¢o(x, A) be a solution of the equation
9o

(6.306) ez T ug(z)Po = Ao
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Then the function
(oo}
(6.307) o) = dnla) = [ K(a.5)on(s)ds
is a solution of the equation
0%¢

(6.308) ooz Tul@)d=2¢

We can check this equality by direct implementation of the operator L — A =
2
% + u(x) — A to equation (16.7) and use of equality (15.8). Doing so, we find

(6.309)
(L= N6 = (u—uo)do — K (o, 2)do(x) + 2T g 6) / (a K fu@EK - AK) do(s)ds

dx Ox Da?
d d 0K (z,
(6:310) = 2% K(wa)0 + LK@ )0 + 22D (o),
9K

Integrating (15.5) by parts twice gives us
(6.312) (Lo — \)go = 0

Therefore, dressing transforms the solution of equation (16.10) into solutions of the
equation (L — \)¢ = 0. Equation (16.7) can be rewritten

¢=(1-K)po=(1+K")¢o
Sometimes one must use the dual triangularization,
(6.313) I+ F=0+MY1+M")!

Now, at x > v,
F+M~+FM =0
or

(6.314) F(z,y)+ M~ (z,y) + /OO F(z,2)M ™ (z,y)dz=0

In this equation, M~ in an unknown function of the first variable, while y is a
parameter.

Suppose that F is a symmetric operator, F(x,y) = F(y,xz). This can be
achieved if

(6.315) F(z,y) = MPou(z)éi(y) + / (k)i () (y)dk
=1

In this case, M~ (z,y) = K*(y,z). Of course, one could perform another factor-
ization,
I+ F=01+K )'1+K")
This factorization leads to the alternative Marchenko equation,
F+K +K F=0
or N
Flo) + K @)+ [ K (@9)F(sg)ds =0

Now the right and left half-planes interchange their roles.
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Suppose we perform a dressing on the zero background. We can choose ¢y =
e*** and X\ = —k2. Now,

(6.316) P = etk — / K(z,s)e**ds
is the function analytic in the upper-half plane. It has asymptote ¢ — e™** as
x — 0o. We will call this function the “Yost function.”

6.14. Second Lax pair for the KdV equation

Let ¢ (k,x) be a solution of the equation
Y

Let us calculate
d3
@1#2 = 20" + 69" = 20[(X — w)p]" + 69" (X — u)ep

Then we define w = 2-42. This function satisfies the equation

(6.317) Lw =4 \w
(6.318) Lw=w" + duw + 2u'0"  w
We will call £ the recursive operator. Let us consider the equation
Ju ou
6.319 —+L—=0
(6.319) ot " ox
One can see that this is nothing but the KdV equation,
0
(6.320) a—? + 6utLy + Uggy = 0
Moreover, equation
Ju Ju
— 4+ L2 — =0
ot + Ox
is nothing but the next KdV equation,
(6.321) %7: + u) 4 10utee + 20Ugtipe + 30u Uy =0

Notice that the linearized KdV equation appearing from (16.18) by substituting
u — u + ew and linearization,

0
(6.322) % + Wyze + 6uW, + 6uzw =0

is compatible with the spectral problem (16.15). These equations compose the
second Lax pair for the KdV equation. Compatibility of (16.15) and (16.19) can be
proven by direct calculation; however, we can prove this fact in a more clever way.
Equation (15.2) can be written as follows:

(6.323) (L@ —LWYF =0

where L(*) and L) are Lax operators for the KdV equation, acting along z and
1y, respectively.
This equation is compatible with the following evolution equation:

(6.324) %—f + (A" + AV)F =0
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where A* and AY are A operators acting along the x and y axes. Apparently,
OF = e(x, N)(y, )\)egASt is a compatible solution of both equations (16.20) and
(16.21). On the other hand,

o z 2 83t
w= 2661‘1/} (z,Ne

is an infinitesimally small dressing which must satisfy both (16.16) and (16.19).
6.15. Direct and inverse scattering from the Scrédinger equation

Let us denote A = —k? and v(z) = —u(x). Now, v(z,t) satisfies the following
KdV equation:

(6.325) vy — 60V + Vpgy = 0

Suppose that ¥(z,t) satisfies the overdetermined system of linear equations
(6.326) Yo + (K —v(@))p =0

(6.327) Y = (20 + 4k%) Y, — ugth

Equation (17.2) is the “classical” Schrodinger equation with potential v(z). Solu-
tions with real values of k correspond to functions of continuous spectrum while
special values of k = ik, such that there is a solution ¢¥» = 0¢,, — 0 at |z|] — oo
compose the discrete spectrum of the Schrédinger operator. We will assume from
now on that

(6.328) / || (a)|d < 00
In other words, the number of discrete eigenvalues is finite.

Suppose that the compatible common solution of equations (17.2) and (17.3)
has asymptotes

(6.329) ¥ — a(k, e,z — —oo
(6.330) b — Bk, t)e™ ™ £y (k, )™, 2 — oo
At |z| — oo, equation (17.3) degenerates to the form
b = 4k,
Hence,
(6.331) a(k,t) = ao(k)ef4ik3t
(6.332) B(k,t) = 5O(k)e—4ik3t
(6.333) Yk, t) = ,yo(k)ehk?’t
Then we define
(6.334) alk) = im — ao(k)
(6.335) b(k) = ZEQ 2 _ by (k)eSiH?

Let us find a solution of equation (17.2) defined by the asymptote
(6.336) o1 (z, k) — e R g —o00
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Then, as x — oo,
(6.337) d1 — a(k)e™* 4 bk, t)e'™™
¢1(k) can be called “the left Yost function.” The second left Yost function is defined
by asymptote
ho(k) — €™z — —oc0

Actually,

(6.338) P2 (k) = ¢1(—k) = ¢1(k)

In the same way, one can define the right Yost functions:

(6.339) 1 — e 3 — 00

(6.340) Py — ™z — 00

(6.341)

The Yost function defined in the previous chapter is exactly psis(z, k). Again,

(6.342) 1k, ) = o (—k,z) = a(k, )

(From (17.9) we get

(6.343) ¢1 = a(k)y1(k) + b(k)2(k)
As long as

(6.344) ¢1(—k) = ¢1 (k)

(6.345) Pi(—k) = pi(k)

(6.346) a(—k) = a(k)

(6.347) b(—k) = b(k)

both the left and right Yost functions constitute a basis, and
¢i = Tixx

Here, T is the monodromy matrix

18 4]

Let f1, fo denote the Wronskian of two functions f; and fo:

T fa = fifex — frafo
Recall that if f; and f2 are solutions of equation (17.2)

d
&fl»fé =0
Hence,
@1, P2 = 1,12 = 2ik
and
(6.348) la(k)|? + |b(k)|* = 1

We have seen already that the Yost function 5 is analytic in the upper half-
plane. This fact can be proven directly. We can transform the equation for s to
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an integral equation using the method of constant variation. We present it in the
form

o = ¢ (2)eT 4 ¢y ()™

C/lezkx + Clze—zkac =0

and end up with the equation
1 Ry .
(6.349) flkyz)=1—— [ (e**C=2) _1)u(z)f(k,s)ds
2ik J,,
where f(k,x) = (k,2)e"**. Suppose k = ko +in, n > 0. Then,

|€2ik(571)| < 67217(5795)’ s>z

Equation (17.16) is of the Volterra type and solvable for all 7. The same is true for
the derivative fi. Heance, f(k) is analytic.
In the limit |k| — oo,

o0

. 1
_ _ikx
(6.350) o =e (1 + %k ). v(y)dy + )

In the same way, one can prove that 1, and ¢, are analytic in the lower half-plane,
while ¢; is analytic in the upper half-plane. Now,

V1,92 = @1, 92 = 2ik
Then,
— (bl (k7 .’I}), ¢2(k7 Z‘)
2ik
As long as both function ¢, and )y are analytic in the upper half-plane, a(k) is
analytic there also, and a(k) — 1+ O(3) at k — oo, Z{ k > 0. On the imaginary
axis, k = ik, and

(6.351) a(k)

Ya(k,\) — e "z — o0
d1(K,A) = ) — —00

In the point of the discrete spectrum, 12 and ¢, are proportional to each other,
therefore a(ik,) = 0. Hereafter, we denote

(6.352) Yo(iky) = ¥y — e ™% . — 0o

(6.353) Yy — cpe™®, T — —00

where the ¢, are real constants. If the eigenvalues are ordered
K1 > Ko > o> Ky

then
c1 >0, co <0, c3>0etc.

The analyticity of 19 in the upper half-plane implies that o has a triangular
representation

(6.354) hy = e*® —|—/ K(z,y)e*edy

After sending k — oo, one can calculate the integral in (17.18) approximately:

(6.355) S (1 _ Z,le(x,x))
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By comparison with (17.16), we get

d
4% K
\% ddx (z,x)
or
U=—2L k(e )
=2 K(z,@

Now we introduce the transmission and reflection coefficients d(k) = ﬁ and

c(k) = % which satisfy the condition of unitarity,
|d(k) + |e(k)|* =1

Equation (17.13) can be rewritten as follows:

Qb;((sck,)k) —e T =y — e k)oK, )

:/ K(z,2)e"**dz + c(k) </ K(x,2)e*dz + ei}”)

If we multiply this equation by ﬁeiky, y > x, and integrate by k from —oo to oo,
we get

Folx+y)+ Kz +y)+ / K(z,2)Fy(z +y)dz = 2177 h e"‘“' (qﬁz((az)k:) —e““”) dk =G

Fy(¢) = % /fo c(x)e*dk

#1(z,k)

a(®) is analytic in the upper half-plane and behaves like e~ **

at k — oco. Func-
tion

)

is also analytics and for y > x it decays along the imaginary axis. Hence,

_ 1 * ke (O, k o—ihe ko qz51(x iKp)
"o ). (a(k) )d”” 2 i)

The integral is calculated using residues.
However, ¢1(z,ik,) = cy¥2(iky,). Therefore,

Z K”J“anz l‘ﬁn)
=1

T (¢1 _ e—ikx) dr ~ e—ik(ac—y)o(l
a

lC,L

Hereafter, we prove that — (iy are negative real numbers. Then we denote

N
Fe+1) = 3. Mlemn o+
n=1
Yo(iky) = e "% + / K(xz,2)e " ""*dz
We end up with the equation
(oo}
F(z+y)+ K(z,y) +/ K(z,2)F(z+y)dz=0
x
F=F+F
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6.16. On the transmission coefficient

We know that the transmission coefficient a(k) is an analytic function in the
upper half-plane. It has zeros at k,, = ik,. Thus, we can present it in the form

= mn
(6.356) Z i

a(k) is analytic in the upper half-plane, having no zeros there, so In a(k) is also an
analytic function. Moreover, as long as a(k) — 1 at k — oo, In a(k) — 0 as k — oo

and one can present
. 1 [ In|a(q)|
l k)= — —d
nalk) m/,oo ok

I{k > 0

On the imaginary axis, k = ik, so

Ina(k) = l/m Inla(g)l ;.

T J)_ o Kt1q

as long as a(—k) = a(k),

|la(=F)| = la(k)]
Inla(q)] = Infa(=q)|
then
_ 1 26 [ Inla(q)
(6.357) Ina( / In|a(q) </<c+zq+/<;iq) dg = - /0 PR dq

We see that In |a(q)| is a real and positive function, therefore a(k) is real and
positive. Furthermore, a(x) > 1.
Let us calculate a’(iky,). Apparently,

1 Kn — K
/ o n m ~ /.
T | L

21Ky, mstn Kn + Em
Hence,
(6.358) M? = 2 finn Fin ¥ Fim
a(ikn) i fin Ko
Notice that
KnT

1(iky) — € as T — —oo

d1(ikn) — cpe” ™7

as r — o0

Let us recall that k1 > ko > ... > Ky. ¢1(ik1, ) is the wave function of the ground
state; hence, ¢; > 0. Then, kK1 > K., m > 2, and M12 > 0. Now one can see that cj

and [],, “k z’;+27” change sign simultaneously. Finally, we obtain M2 > 0 for all n.

Let us recall the differential equation for ¢y,
(6.359) 1+ K¢ =V
and differentiate it by k:

(6.360) T+ K2 p1 = Vo
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Then we multiply (17.6) by 1, multiply (17.7) by ¢;, and subtract the results,
and we get the relation

d
. — = —2k¢?
(6.361) 7z O1s 01 b7

Here, ¢1x, 01 = ¢\ pd1 — P1d1x is the Wronskian of ¢y and ¢1. At z — —o0,
¢1 — e~ and o1 — —ike~"_ Hence, O1k, 01 — 0 as © — —oo. Now we
perform the following trick: we cut off the potential U and set U = 0, |x| > L — oc.
At any finite value of L, ¢12 and 9 2 are entire functions of k. by is an entire
function as well. This means that the relation

d1(k,x) = a(k)r(k, x) + b(k)2(k, x)
can be analitically continued up to k = ik,. Asymptotically at z — oo,
(6.362) o1k, x) — a(k)e™ ™ 4+ b(k)e*®
We can set b(iky) = cp:
O1(ikn, ) — cpe” "

&1 (ikn, ) — —Kpcpe "
Then,

d1p(k,z) = d' (k)e”*F* — (be™™)), —ia(k)e”
As long as a(ik,) = 0, we can write

¢1k|k:inn - a/(i,{n)eﬁnz

KnT

O — knd (ikn)e
Integration of equation (17.8) leads to the relation
1k, 1 = —2ikin / $rdz
or -
2kpcna (ifiy) = —2@'/1”/ P dx
Now remember that
(6.363) Cn = ia (ikn) M2
(6.364) M?2(d (iky)) / Prdx
As long as d(ik,,) is pure imaginary, M2 > 0. As long as ¢, = b(iry,),
en(t) = cn(O)es”it
and
(6.365) M2 = M2(0)ebnt

This means that the norm of ¢, grows exponentially in time.
Let us continue with the trick where we cut off the potential and expand equa-
tion (17.9) in the upper half-plane. Then we send = — co. Asymptotically,

1 — a(k)e™™® as x — o0, THk >0

Ind1 — Ina(k) —ikx as x — o0
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Now we remember that ¢, can be presented in the form
¢1 _ effoo q(z,k)dz—ikz

Ing = / q(z, k)dx — ikx

— 00

Then,

/OO p(z, k)dx = In a(k) = I(k)

p(z, k) = nZ::l (_5#)1"

where the p, are the motion integrals connected to integrals ¢,, and introduced
in chapter 8. By relation, coming from the replacement k& — —k, p, = (—1)"¢y.
Then, In a(k) is

N
_ kE—irkg 1 (% Inlak)| ,,
lna(k)—ng_llnk_’_ml—l—w/ k’—k—iadk

—00

If k — oo, then In a(k) can be represented by an asymptotic series, including only
the odd powers:

.~ 1 (_1)j+1 2j+1 , 2 > 2j
lna(k):2zzk2j+1 TR D L i k2 n |a(k)|dk
j=0 1

Thus,

92(j+1) IV

. ; a1 > .
P2j+1 =1; = 511 Hl2]+1 + 22(1-&-1)(_1)]-&-1;/0 k2 n \a(k)|dk
i=1

In particular,

N
o0 o0 4 o0
10:/ udzz—/ Vda::4Zf<:l—f/ In|a(k)|dx
o'} —00 ™ Jo
=1

— 2 _ 2 _ 3
I = /Oou dr = /_OOV do = — ?:1 K+ — i In |a(k)|dk

As we know, |a(k)| > 1 and in |a(k)| > 0. Also,

I, = /(—ui + 2u3)dx = —/ (V2 +2V3)da

64 64 [
=— )Y K —— En |a(k)|dk
5 ™ Jo
For the Hamiltonian H = _%127 we obtain

N
32 5 32 [,
H= -5 ;:1 K] + =/, E*ln |a(k)|dk

Notice that we have proven the theorem at py; = 0.
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6.17. Poisson structure of scatering data

In this chapter we will find the variational derivative of scattering data by
potential and we determine the Poisson brackets between scattering data. Let us
introduce the variational derivatives of the Yost functions,

5¢1(k7 y)
1) _ Y1\ J)
(6.366) G (z,y, k) 5u(z)
61/12(k> y)
(2) _ 22\ d)
(6.367) G\ (z,y, k) 5u(z)
These satsify two inhomogeneous differential equations,
o 2 1
(6.368) ( g TR - u(y)) GO (a,y. k) = 61k, 2)0(x — y)
s 2 2
(6.369) ( 92 Th - u(y)) GO (z,y,k) = ¢a(k, 2)0(x — y)

Both functions are continuous and cancel on the diagonal = = y, thus
G (z,x, k) = G (2,2, k) =0

Moreover, G (z,2,k) = 0if y < =, and GP® (x,2,k) = 0 if y > . The derivatives
aGM  pg®

oy oy have jumps on the diagonal:

oc+  ga)—-

6.370 — = ¢1(k
( ) 83/ 8y (bl( 733)

oG+ oG-

6.371 — = ok, x
(6.371) S gy = telko)
Here, the sign + means that y = z + ¢, while the sign is — if y = x —¢, ¢ — 0.
Apparently, a%(;)f =0 and %, hence

oG+

(6.372) T P1(k, )

0G(2)-

(6.373) oy —a(k, z)

Equation (17.17) reads

1
Notice that a(k) does not depend on y. Now we calculate

k) _ 15
Su(z)  2ik du

(6.374) 1k, y)is (kyy) — ok, y) ¥ (k. y)

and set y = = — e. The variation of 11 (k,y) in this area gives zero, so G® (z, 2 —

g,k) — 0 at e — 0. The only surviving term in (19.7) is

da(k) 1 OGP (z,y, k)
5U(I) - ﬂ {1/J1(k7y)7 8u }yms
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Finally,
da(k) 1
(6.375) Salz) — g5 Y1k, 2)va (k. z)
In the same way, one can prove that
ob(k) 1
(6.376) Salz) — 55 L1k w)ir (k, z)

If ¢1 and )9 are analytic in the upper half-plane then in (19.8) one can set Z{Jk > 0.
In (19.9) one has to assume that k is strictly on the real axis.

Further consideration is based on the following basic relation. Suppose fi and
g1 are two linearly independent solutions of the equation

2
(6.377) % + E2p = ug
while fy and g9 are solutions of the equation
62
(6.378) a t kip = ug

Then, {f1, fo} = fifee — fof1. and {g1,92} = 91920 — g291.. One can prove by
direct calculation that

d d d
(6.379)  {f191, f292} = f191@f292 - f292%f191 = ;*{fhfz}{glagﬂ

k? — k3 dx
The singularity in the right hand of (19.12) is fictive. If k? = k2, equations (19.10)
and (19.11) coincide and the Wronskians {f1, fo} and {g1, g2} turn into constants,
and the derivative on the right hand side of (19.12) annihilates.
Now recall that the Poisson brackets between functionals F' and G (depending
on u(x)) is defined

1 [ 0F 0 G 0G 0 OF
{F,G} = 3 /_Oo {5u(x) Ox du(r)  du(x) dx du(x) } dm

Hence,
(6.380)
{a(k),a(k1)} = *m%(kﬁ)’ P1(kr, 2) 2 (k, @), o (ke )= = Jim [A(L) — A(—L)]
where

1

(6.381) A(L) = ~S

o1k, x), p1(k, )b (K, x), Yo (ki  x) . p

and
1
8kky (k2 — k?)

Hereafter, we will denote

(6.383) {¢1(k, @), ¢1(k1,2)} = WO (k, ky, )

(6.382) A(-L) = d1(k, ), b1 (K1, 2)Y2(k, x),ba(ke, )

and

(6.384) {0k, ), Yo (ky, x)} = WD (k, ky, )
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At z — oo,

(6.385) Pa(k) — eike

(6.386) bo(k1) — etkrz

(6.387) WE s ik — kp)eilhthoz

Then,

(6.388) b1 (k,z) — a(k)e=*T + b(k)eih
(6.389) b1 (k1, ) — a(k)e™ ™% 4 b(k; )em1®

(6.390)
WO ik — k) [agag, e " FFRIT by e FEROT) LGk 4 Ky [agby, e PRI gy bretR—Re]

Now we can calculate A(L):

(6.391)

A(L) = —%(akakl _ bkbkle2i(k+k1)L) - S (arbi, 2L — qy bpe?*L)
To calculate A(L), we first notice that ¢;(k) — e~ % and ¢, (k1) — e~ 1%, so:
(6.392) WO (k, by, x) — i(k — ky)eik+he

(6.393) W (k,ky, L) — i(k — ky)e "Bk

Then, at © — —o0,
g — —b(k)e™ ™ + a(k)e’™”
Vh(ky) — ik(b(k)e™*® + a(k)e' ™)
W (k, ky, ) — —i(k — ki) [agar, e FHFIT — by e FHRIT) LGk 4 k) arb(ky)e'F )T — qp b(k)e™k—k)a]

Then,
(6.394)
ke — ky S 1 .
A(L) = — —bub i(k+k1)L b k 2ik1 L bk 2¢kL
( ) 8kk1(k + kl) (akakl k kle ) 8kk1 (a’k ( ) akl ( )e )

The we remember that Z{ £ > 0, Z{ k1 > 0, and all exponents in (14.20) and
(14.22) become extinct. Finally, we obtain

k— ki

AL) = A(-L) = " 8kky(k + k1)

Ak,

Hence,
{ar,ar, } =0
Now we calculate by, by, :
1

{br, br, } = Bk (k2 — 12)
W/g?lzha: = ¢1(k,x), P1(k1,2) = ¢1(k,$)¢i(khﬂf) - %(kl,xﬁ//l(k’m)

at * — oo,

(1)
Wy k1,x kkl, L

wl(kax) N efik:z:
1/)1(161,£C) N efikla:

£ = 5 kim0
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 k—k
= Skky(k + k1)

At r — —o0,

—2ikL

[akak16_2i(k+k1)L — bibr, |+ —2ikL)

(akbkle —aklbke

N
8kk1
Wy — L—l(k)efik:v _ b(k)eikw

V) — —ik(@(k)e™* 4 b(k)e™®)
Then,
WO (k, ky,x) = i(k—k1)[@rag, e FHFIT_ppby et FHRIT) (k) [agby, e TR g, byetk—k)z]
Using (14.21), we obtain
k— ky

A 1 . A
A(-L) = S h £ [akaklezz(k+k1)L — beb,] + Sh (dkbklezsz _ &klbkezl“)
Then,

k— ki 9 —2; _ i 2
{bk, bkl} = A(L)—A(—L) = m[—akakleQ (k+k1)L+akakle 2 (k+kl)L]+8kk1 [—akbkez kL—i—akbkle 2 kL]-

6.18. Complete integrability of the KdV equation

In equation (14.25) we must send L — oco. Hereafter, we will use a well-known
relation from the theory of generalized functions,

sin kL _

(6.395) Lh_r)r;o 3 mo (k)
The first term in (14.25) is not zero if k&; = —k. Recall that a_; = a; hence,

a(0) = a(0), which is a real number. For now, we will assume that a(0) < oo, i.e.,
it is a finite real number. Then we can set

i mia(0
(6396) {bk, bkl} = 7%|ak|25(k + kl) + %[bké(kl) — bklﬁ(k)]
Hereafter, we will assume that k& # 0 and k1 # 0. In this case, we can simplify

equation (20.2) to the form

(6.397) {bks b, } = —%Iakl25(k+k1)
Dividing by |bx|? gives
i) |ak\2
6.398 Inbp,inb,, } =———"—0(k+k
( ) {ln b, In b, } 2k frach|? (k)
but
Inbg =In|bx| + i arg by

and

|bk|2 = |a;€\2 -1
Thus,

{in |bil, tn [br, [} = {lax[?, |ax, [*} = 0
by virtue of the equality
{aka akl} =0
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(From (20.4), we get

 |ay|?
k |br|?

{In |by|?, arg by, } + {arg by, In by, |} =

Now remember that b(—k) = by. Thus,

arg b(—k) = —arg by

or
2
In 1b.!? b — EM .
{in [bg|*, arg br, } 2% |bk‘2 k—k1
Then,
1) )
20 2 _ 20 2
k2 £t bk ? = g P-1n fa
Finally,
T
{In |ag|*,arg by, } = %@_kl
Now we denote
(6.399) ¢or = arg by,
2k
(6.400) ny = —ln |ax[*
(6.401) {¢k7¢k1} =0
(6402) {le,nkl} = 0
(6403) {nk, ¢k1} = 5]@,]@1

In the absence of a discrete spectrum, the Hamiltonian for the KdV equation is

(6.404) H=38 / h E3n(k)dk
0

Remember that, according to (17.7),
arg b(k,t) = arg bo(k) + 8k3t

8qk 3 0H
4 1k _ el
(6.405) 9 8k B
On the other hand,
8pk 0H
6.406 2R = =
( ) ot Yol

Thus, px and g are “action-angle variables” for the KAV equation.

319

So far, we have not taken the discrete spectrum into consideration. In order to

do this, we first need to calculate the following Poisson bracket

1 1 M)

(6.407) {alk).b(k1)} = g o = Whn e

3)
Wik,

|oo
Zl—00
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where
W’Sk)'l,x = ok, x),¥1(k1,z) at T — oo
W,S’,zw =—i(k+ kl)ei(kfkl)x At T — —00
ba(k) = —B(k)e + ak)eits
Yr(kr) = alky)e ™ — bk e

Hereafter, we assume that Z{} k > 0; hence, ¢®*®

6.408
( W<3>) — i(k — k1)a(k)b(kp)e!FHROT (k4 ky)a(k)a(k) e as x — —o00
Thus, if a(k),b(k) = A(L) — A(—L),

B 1
 8kky (k2 — k?)

— 0 as x — —oo, and

(6.409) A(-L) —(k — k1)?a(k)b(k1) + (k* — kf)a(k)a(ky)e™ -

L

To calculate A(L) we notice that now terms proportional to e*L are extinct, so

WD (k, k) — ik — k1) agag, e " FFROL LGk + Ep)agby, e i RROL

At the same time,
WO — —i(k — kp)ettk—kDE

So,
1 .
AlL) = g2 52y 2 2 _ 1.2\ ,—2ikL
(L) Skkl(kQ*k%)(k‘—i—kl) aibr, + (k k2)e
Finally,
1 K+ k% Iy
41 _ k* +k§ mi
(6 O) {a(k), b(kl)} Akck, K2 — k‘% akbkl 1 a(O)akd(kl)

Notice that this formula differs from the last formula on page 41 of the book “Theory
of Solitons.”

Let us turn our attention to the discrete spectrum. In a neighborhood of
k =iky, a(k) ~ d'(ikn)(k — ky), and

day, , Okn,
Gu =G,
Hence,
oK 1 1 )
(6.411) 6u(;) = Wéﬁl(k’x)%(k’x) = Wﬂﬁ(mml‘)
because
) 1 .
Ya(itin) = —¢1(ikn)
Cn
According to the results of chapter 18,
1 )
T&(“ﬂmx) = X;(2)

where x,, is the normalized eigenfunction

o0
/ Xadr =1
—0o0
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Thus,
d 2 __ .2

This is the classical formula of perturbation theory.
As long as x2(z) — 0 as 2 — 400, the following equalities are obvious:

{"{121”‘@7271} =0
{rp(k)} =0
{wn a(k)} =0

To construct angle variables for the discrete spectrum, one must calculate the vari-

dc

ational derivatives Su(e) To do this, we use the standard trick: introduce a cutoff

(6.412)

potential u(z) outside of an interval |z| < L and set ¢, = b(ik,). Then we can
use the previous formulae with a small modification. In (19.25), one must replace
a(k) — a(—k) and b(k) — b(—k). Now suppose that k = ik,, ZJ k1 = 0. As long
as a(k) = a(ik,) =0,

{bir, bk } =0
Hence,
(6.413) {cn b, } =0

If k =ik, and k1 = ik, then a(k) = 0 and a(ky) = 0. All remaining terms are
cancelled if L — oo. Hence,
{Cm cm} =0
Equation (20.16) can be rewritten

{cn,Inbr,} =0
The real and imaginary parts of this equation give

{cn,n(k)} =0

{cn, d(k)} =0

To calculate {x2, ¢, }, we will use equation (20.19). Suppose k = ix and ki = ify,.
If a(ik,) = 0 and day, = o’ (k)idky,, we immediately obtain

{’%Emcm} =04if m#n
The case n = m needs special consideration. We will use equation (20.13) and
set k1 = ikp, k = ik, + € then send € — 0. On the left hand, we get

a=a(kn)(k —ikp)

2 2eal (3
o K k2ed (ik
—la/(lﬁn)’in7cn = 4/;:21 ZTELE‘:” "
C
{K/n7c’ﬂ} = ﬁ
{/ﬁiapn} =1

Now the higher motion constants are presented as follows:

gt 2 S pat 422 (—1)! REETE
j= 2p2j+1 = 2 +1 Pn o Pk
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Apparently,
{Hi,H;} =0
where the H; are the Hamiltonians for higher members of the KdV hierarchy.

6.19. The recursive operator

The equations of the KP hierarchy for v can be presented as follows:

6.414 — + = =0
( ) ot + ox du
Here, H; = %Ii, ¢t = 0,1,.... The I; are presented by formulae (8.17) and (8.18)
with replacement u — —v:
1
(6.415) L=3 / vidx
1 2 .3

(6.416) I, = ~5 (vi + v°)dx
According to the first equation in series (21.1),

ov  Ov
6.417 —+—=0
( ) ot + ox

The second equation is

o0 v
Ooxr  Ox3

ov
(6.418) o — v

In terms of canonical variables,

=0

22J+1 J-‘rl
2j + 1 an

=

(oo}
22j—1/ k% n(k)dk
0

Thus,

8w 3 o0
H1:§an+2/0 kn(k)dk

32

511

oo
Hy = i+ 8/ E*n(k)dk
0

So, equation (21.4) is equivalent to the system

9n _ 0H1
ot Opn
9qr _ oM
ot _5qk
oqn 3
e
%Zank

ot
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Equation (21.5) is equivalent to the system

9qn _ 0H,
ot Opy
Oar _ OH
ot ony
or
9qn 3
6.419 — = —16p;
(6.419) 5t P
aq}c 3
6.420 — =8k
(6.420) 5 ny,
Then equations ¢ + 2 5’{;:1 = 0 can be written as follows:
9n 1 ;
6.421 n _ g3 (_ap, )i
(6.421) 5 = 4pi(=4pn)
aq}c 2%
6.422 — = 2kk™
(6.422) ot "

In other words, for the i*" equation,

@ 9gm
9¢'Y _ 194

ot ot

Operator L acts in the following way: it multiplies aait" by (—4p,) = —4k2, and it
multiplies % by 4k2. The positions of discrete eigenvalues remain unchanged.

To figure out how this equation looks in the coordinate representation, we must
present the KdV equation (21.5) in the form

Ov Ov
A2 —+L— =
(6.423) ot + 97 0
02 ov . _4

This operator was introduced in chapter 16; it is just the “second Lax operator,”
(16.15).

Now we have proven that any member of the KdV hierarchy can be presented
in the form

ov ov
6.425 — +L"—=0 =0,1,...
( ) ot Ox P e
We mentioned this fact in chapter 16, but as a conjecture, without proof. Let us

study the operator
0 o° of
6.426 KO 2 =" 492l 9,
( ) axf ox3 ! vé)x Ve f
Suppose F' and G are two functionals on u(z). We can define the Poisson bracket
as follows:

< §F . 6G
42 F,G} = — KWL=
(6.427) (F.G) /_ KOS
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Operator K1) is skew-symmetric. The skew-symmetry of its linear part is obvious.
As for the nonlinear part, we can see that

/ g(2v8—£ + U.Lf)dx = - / f(QUa% + 'Uwg)d$

— 00
in that

/_002(91)(% —l—fvax—i—vxfg)dx—?/_oo azfgvdx—o

It is just a little bit more difficult to prove by direct calculation that the Jacobi
equality holds,

F,G,H+HF,G+G HF=0

Thus, (21.13) is a real Poisson bracket.

In the same way, operators K (™ = L(")% form Poisson brackets, and the nt*
KdV equation can be written as
(6.428) %, u, Hy™ =0

ot

Here, the symbol (") means that we use the n'" Poisson bracket. Hence each
member of the KdV hierarchy has a plethora of Poisson brackets. Notice that
any Hamiltonian system with one degree of freedom also has a plethora of Poisson
brackets.

A system with one degree of freedom is always integrable, and action-angle
variables I, ¢ can always be introduced such that

(6.429) H = H(I)
0¢ OH
(6.430) T w(l)
oI 0H
431 el
(6.431) ot oI 0
Now the Poisson brackets of functions F' = F(I,¢) and G = G(I, ¢) are standard:
OF 0G  OF 0G
FG=2"20 2%
G oI 909  0¢ OI
F,G=-G,F

We can introduce the Poisson bracket as follows:

OF 0G 0OF 0G
FG=A0)——— - ———
’ (D) (8[ 0p 0¢ 01 >
where A([) is an arbitrary function of one variable. Apparently this Poisson bracket
is also skew-symmetric. Moreover, one can easily check that it satifies the Jacobi
identity. Equations (21.5) are written

oo
E_¢7H
aI—I,H

i
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They can also be written

9% _ .
E _(;baH
oI .
E _(;baH

where H* fo All) BT L] Hence, a system with one degree of freedom admits an
infinite number of Hamiltonian structures.

Suppose we consider an integrable system of n degrees of freedom. This sys-
tem admits the introduction of action-angle variables Iy, ..., I,, and ¢1,...,¢,. In a
general case, the Hamiltonian is a function on all actions

h=H(I,..1I,)
We call the system a separable integrable system if
(6.432) H=H(,..1I, 2{:1¥k I;)

Apparently, such a system admits an infinite number of Hamiltonian structures.
We have seen that the KdV equation is a separable Hamiltonian system if |u| — 0
at |x| — oo.
What about integrability of KAV if u(x) is just a bound function |u(z)| < ¢,
—00 < x < 00? Little is known!
6.20. Spectral singularity
Let us consider the Schrodinger equation at k& = 0:
W = u(@), u(@)] -0 as o] - o0
Now, ¢1 — 1 as © — —oo. At a general position,
(6.433) Y —c1+cx, T— 00
If ¢ # 0, both coefficients a(k) and b(k) have a singularity at k¥ = 0. Indeed,
¢ N a(k)efikz + b(k,)ezk:z
la(k)[* — [b(k)[* =1
The asymptotic behavior (21.17) presumes that, at k — 0,

e 1
a(k) — 2; +z <C1 + Cl)
e 1 1

a(k) and b(k) have simple poles at k = 0. This means that the degree of freedom
corresponding to & = 0 must be excluded from consideration. At k — 0, n(k) ~
—In |k|. This is an integrable singularity.

Now we can address the following question: under what conditions are all
integrals I,, finite? For sure, the necessary condition is

(6.434) / [u™]2dz < co

Thus, the potential u(z) must be infinitely smooth. We can formulate the following
conjecture: condition (21.18) is also sufficient for the existence of all integrals.
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Notice that condition (21.18) does not guarantee that the condition of finiteness of
the discrete spectrum,

(6.435) / " () |de < oo

— 00

is satisfied. For instance, the potential could have “oscillatory tails”

(6.436) u(z) =~ |cos koz, € >0

14e
€2
In the presence of such tails, a(k) must have an essential singularity at k = 0.
Moreover, a(k) must have poles on the real axis.
Suppose the reflection coefficient c(k) is given by

e—akz
6.437) (k) =
( (k‘2 _ a2)2 + e—ak?
Now,

e—ak'2

ok} =1+ Gz zye >
Now if
1 1 670116/2

(6.438) arga(k) = o~ / —s (1 + M) dk’

is analytic in the upper half-plane and has no zeros there, the singularity of in|a(k)|?

at k = a is integrable. Hence there is no discrete spectrum and all I,, are finite. In

particular,
o0
/ u?dr < oo
—o0

However, ¢?(da) = 1. This means that the potential u(x) realizes complete reflec-
tion of probe particles with k& = £a. It would be extremely interesting to explore
the asymptotic behavior of this potential at |z| — +oo.

6.21. Symmetric reflectionless potentials

JFrom the point of view of experts in quantum mechanics, solitonic solutions
of the KdV equation are given by “reflectionless potentials” characterized by the
cancelling of reflection coefficient ¢(k). In this chapter, we describe a particularly
important class of reflectionless potentials given by even functions of coordinates.
We start with a one-soliton solution. Let us set xg = 0; then,

A(z) =1+ e 27" =2 " coshnz
We can therefore replace A(z) — cosh nz. Now,

d? 2n?
6.439 u=—2—=Incoshnr = —————
(6.439) Talncoshy
This is an even function. Any given soliton is even in a certain moment of time.
Now we study a general two-soliton solution,

(6.440)

2
Az) =1+ qre M7 4 goe ™% 4 gy <Zl+zg> e HmEn)T g 50, gy >0
1 2

cosh nz
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Now we set
M+ 12 -1
G =q=|"—"|=
m — "2
_ m — 12
m + 12

This determinant A(zx) is equivalent to

A = cosh (1 +n2)x 4+ ¢ cosh gy — molz

z
nit+n2’

Without loss of generality, we can replace z — We end up with the following

simple expression:
1
(6.441) A(z) = cosh v = —cosh qx
q
The symmetry of this function is obvious. Let us calculate the derivatives of A(x)
at x = 0:
A0)=1+ !
q
A'(0) =0
A"(0)=1+gq
A///(O) — 0
AUVI(0) =1+ ¢

Now we recall that

A'A — A/Q
(6.442) u(x) = _QT
A//
(6.443) u(0) = _2X =2q
Then,
mMa _ AMA!
u'(z) = 72% + %(A“A — AN

' (0)=0
To calculate u”(0), we should remember that A" (0) =0 and A’(0) = 0. So,
A(IV) 3A/2
1 O _ 2 _ =
wio) =2 (- S5+ 25
The quadratic g2 — 4¢g + 1 has root gy = 2 — v/3 ~ 0.268. Notice that if ¢ = ¢, = %,

) =—2¢(¢> —4q +1)

1
A ~ (cos gx)B

and the soliton is given by
67>
cosh nx

NOW, N2 = 2?’]1
We see that the configuration of the symmetric reflectionless potential essen-
tially depends on the parameter
M =12
S omtm

y M > 1M2



328 6. INVERSE SCATTERING TRANSFORM AND INTEGRABILITY

IHINSERT ONE-SOLITON FIGURE HERE!!
HINSERT TWO-SOLITON FIGURE HERE!!

varying inside the interval 0 < ¢ < 1. Let us plot qualitative pictures of symmetric
two-soliton solutions in different subintervals of ¢:

Case 1: If gy < ¢ < 1, where go = 2 — /3, the solution has only one maximum,
In the special case ¢ = %, the two-soliton solution has the same shape as a single
soliton multiplied by a factor of 3.

Case 2: If 0 < g < qo, the solution has two maxima and, in the limiting case
q — 0, ng — n1, it splits into two soliton of amplitude close to 7.

A general n-soliton solution depends on 2n parameters - amplitudes 71, ..., 7,
and phase factors g; = e~27%%0i, In the symmetric solution, the phases are com-

pletely defined by the amplitudes; namely,

Nk + 15
Q¢=H7| — l|
ki Mk i

Without loss of generality, one can set

n
Soni=1, m>unifi<j
i=1
A general n-soliton solution consists of 2™ terms; each of these terms is an exponent.
The symmetric solution consists of 277! cosine functions with possible arguments
n £ n2 £ ... £n,. For instance, the three-soliton solution looks like

A(x) = cos(m +n2 + n3)x + qreos(m — 02 — 13)x + q2cos(nz — M1 — 13)x + g3cos(nz — m — n2)x
o Me+m M3 +m
m2 —mi| Ins — ml
M +7n2 m3+ 12
B =2 N3 —772|
_m +n3n2+n3

q2

m—"3MN2 =3
In the particular case 1 = 3n, 72 = 2n, 3 =10,
G =6
g2 = 15
q3 = 10

and
A(x) = (cos nx)®

1292
u(z) = —

cos? nx
It is very interesting to study a symmetric potential with a large number of
solitons, n — oo, all packed inside the interval 7,,,, < 17 < Nmaz. Now the n-soliton
solution can be characterized by a distribution function,

dF = f(n)dn

dF' is the number of solitons with amplitudes within the interval [eta,n + dn).
The symmetric reflectionless potential describes the maximally-compressed state
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of the solitonic gas with a given distribution function. A certain (still unknown)
distribution function will be present as a periodic choidal wave. The study of
symmetric reflectionless potentials must be done via a massive amount of analytical
calculation on a computer using the “Mathematica” software.

6.22. Symmetric reflectionless potentials - continued

Let us again consider the symmetric two-soliton solution,
1

(6.444) A(x) = coshx + —cosh qr, 0 <z < o0
q

and study the case ¢ — 0. Now, u(0) = ¢ — 0, and the solution is concentrated at
large ¢q. Therefore we can replace (23.1) by ?777?.
For u'(x), we get

2
(6.445) W () = —3gATA% £ 3NN — 4A”

For small-enough ¢, the solution is a superposition of two soliton-like humps, located
at © = +x,,. Strictly speaking, to find them we must find the zeros of u'(x).
However, in the limit ¢ — 0, the problem can be simplified. Indeed, at = = 0,
u = q — 0, and the hump is concentrated at z ~ In %. In this area, expression

(23.1) can be simplified to

2
Alz) :e”—i—;

or, in terms of the original variables,

A(z) ~ 14 e~ 2n(@=0)

_m + 2
n 2
1,2
o= —tn —
2n g
1
(6.446) 20 In 212

Com+e n —n2

2z is the minimum distance between two solitons with close values of 7; and 75,.

2
This formula is correct up to terms of order (q In %) .
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Let us now study the three-soliton solution and consider only the simplest case,
m=1+gq,n2=1,n3 =1—¢q. In this case,

_ (M +n2 (771+773) _2+4¢q

)
(m—m)(m—mn3) ¢
(2 +n1)(n2+mn3) 44— ¢
(
)

(m = m2)(n2 — n3) ¢
C(mtm)etn)  2—g¢
q3 = =3
(1 — ) (12 — 13) q
A(z) = cosh 3z + qicosh (1 — 2q)x + qacosh x + gzcosh (1 + 2q)z

g2 =

8
AO)=14+qg+g@+egp=1+—
q2

8
—A"(0) =9+ (1 —29)* + g2 + g3(1 + 29)* = qj(l +¢°)
Hence,
LA _160+4%)
A 8+4¢
at ¢ — 0. Also,

A" 7
Umaz = _QK — 2 <1 + 8q2)

Remember that, for 0 < ¢ < 1, the soliton in the center always exists.
To find the position of the second soliton, we assume that ¢ — 0. In the area

of this soliton,
et [ 4 16
A(x)f_vz(elﬁ—qQ)
Now we see that the second soliton has amplitude = 1, while the “central” soliton

has amplitude
(6.447) Nmaz = 1+ £q2 >1
Only in the limit ¢ — 0 do both amplitudes become equal.
6.23. Knoidal wave
Let us study stationary waves in the framework of the KAV equation,
Uy — 6VV; + Vg = 0
After assuming that v, = —cv,,, we end up with the equation
Vg — 302 —cv =0
Integrating this gives
(6.448) 11)2 T
This equation has solution
(6.449) v = —g + 2P (z + iws)
Here, P(z) is the elliptic Weierstrass function satisfying the equation

(6.450) P2 =4P% — g,P — g3
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HINSERT PLOT OF POTENTIAL WELL HERE!!

2

c
QZZE
_ ¢ FE
93——6*3—5

Equation (23.6) can be rewritten
(6.451) P2 =4(P —11)(P —13)(P —13)

Equation (23.4) can be treated as an energy balance equation for a particle with
mass unity moving in the potential well u = u(v):

(6.452) —v2 +ulv)=F

(6.453) u(v) = —v® — Zv

This potential well is plotted in Figure (23.1): The solution is periodic if E < 0; in
this case, all roots [y, I, I3 are real. We will assume ; < I3 < 3.

The Weierstrass elliptic function P = P(x,w;,ws) is double-periodic. One
period, 2wy, is real, and the second one is imaginary:

P = P(x+2wy) = P(z + 2iws)

Then,
lo d
(6.454) wy = Y
L VAY? — gay — g3
I3 d
(6.455) iy =

Yy
o VA% — g2y — g3

Function P(z) has double poles on the real axis. Function P(iwg + z) is real and
regular at —oo < x < 0.

Let us consider the function

72 72 2

fz) = =

- 2 T ol ny  sin?a(u — &
cosh? mx cos*my  sin?7(y— 3)

, Yy =1x

This function can be presented as a sum of partial fractions,
1 > 1
f@==> ———==> —
n=-—oo (y—?’l— %) n=-—0oo (x—z(n— %))

Now we introduce 1 = 2% and study the series

oo

1

 cosh? n(z — 2win

w(z) = —2n?
n=
This function has double poles at points ., =i (n + %) wo +wim with asymptotes

w — > at T — Tn,;,. We can state that

(aj_znnL)
w(z) = 2P(x + iwy) + C

where C' is some constant. Later on, we will prove that C' = —¢, thus w(x) = v(z),
which is a knoidal wave.
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Now we consider the following infinite product:

i(z) = (1+2%) H(l +h2"2%) (1 4 h?"272)

z=e "
h = e~
x9g >0

After simple calculation, we see that this is exactly the 7 function for the knoidal
wave.



Appendix

A.1. Tests of Canonicity of transformations

The Hamiltonian equations for discrete systems

dq; _ OH
ot B 8pj’
(A.456) op,  oH
ot B 8Qj
as well as the Hamiltonian equations
dq(r,t)  6H
ot op(r,t)’
A 457
( ) Op(r,t) _0H
ot 6q(r,t)
for continuous media can be transformed to the same type of equations
0Q; _ o
ot op;’
(A.458) or,  oH
ot 0Q;
and
oQ(r,t)  oH
ot 6P(r,t)’
A.459
( ) oP(r,t)  6H
o 6Q(r,t)

in new variables (Q;, P;) and (Q(r,t), P(r,t)), respectively provided the transfor-
mations 777

A.2. Variational Derivatives

Let ¢(x), —oo < x < oo be a smooth function of one variable, and let L[¢] :
¢ — R! be a functional. If L[¢] is a linear functional such that

Lioy ¢y + aopa] = aq L[p1] + aoL[po]

then we can write it in the integral form as

(A.460) oo = [ " f(@)(a)de.
333
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Here, f(x) is the generalized function (distribution). For instance, if L[¢] =
¢(a), then f(x) = é(x — a), where §(z) is the Dirac delta function, see Appendix
A3.

We define that f(z) is the variational derivative (also called by the functional
derivative) of the functional L over ¢(z),

L
L

Now, let L[] be a nonlinear functional. We can add to ¢(x) a small variation

(A.461) f(x)

p(x) — d(x) + 09(x)

and consider the functional

(A.462) AL[¢,6¢] = Li¢ + 6] — L[4]

If ||0¢]] — 0, AL becomes a linear functional on d¢. Hence,

(A.463) Hégﬁio AL = /_OO flo, x]dp(x)dx
Now,
oL
(A.464) flg,z] = )

f[®, x] is a variational derivative of L by ¢. Notice that f[¢, z] is simultaneously
a generalized function on x and a functional on ¢.

A chain rule for the variational derivative of functionals, i.e. of the functional
F of the functional G is defined by

SF[G[¢]] / / OF[G[9]] 0G[p(2")]
A.465 —— = [ dx
(4:469) 50() 5Glota')] o)
which is the generalization of the chain rule of the differentiation of the composition
of the functions f and g as follows

0f(g(@1), - 9(xn)) _ N~ 0f(g(x1),-- - g(wn)) Of (g(z1))
(A.466) oo _; B0(e) e
Examples

1. Suppose that L[¢] is a quadratic functional

(A.467) Lig) = [ h [ " K(e,)é(@)o(y)dzdy,

where K (z,y) is the kernel function (also sometime called by the integral kernel)
and we assume that K(x,y) = K(y, x).

(A.468) % = 2/_00 K(z,y)¢(y)dy

2. Let l[¢] be a monomial functional
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(A.469) L= /_OO /_OO K(x1, .o, pn)d(x1)...0(2p)dxy ... day

where the kernel function K(x1,...,2,) assumed to be invariant with respect to all
permutations P(x1,...,%y), l.e. K(z1,...,2,) = K(z,,...,x;,) for any in
Then,

(A.470) % = n/K(m,xl,...,mn_1)¢(x1)...¢(a§n_1)da;l...dmn_l
3. Let
(A471) Lol = [ Pola)ds
Then,
5L,
(A.472) 7% F'(o(x))

Equation (2.10) is an example of local functionals. In a general case, the local
functional which depends on the highest nth derivative can be presented as follows:

(A.473) L:/ F(¢,¢,...,0™)dx
Then,
_ [T |oF,  OF OF < )
(A.474) AL_/_OO {a¢5¢+ 8¢,(5¢> + .+ a¢<n>5¢ da

Integrating (2.13) by parts, we obtain

_ [T OL[¢, 2]
AL = [m Tégb(w)dx

where

SL_OF 9 0F & OF 0" OF
5p 06 0x0f  0x2 04" 9™ Hp(m

In particular, if

(A.475)

1
L= §/¢/2($)d.’13

then

oL ”
= _¢x
This construction is immediately generalized to functionals on functions of
several variables. For instance, if ¢ = ¢(z1, ..., x,) and

1
(A.476) L=3 / (Vo)2dr, dF = dw;...dz,
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then
oL
A4 N
(A.477) 55 =00
More generally, if
1 9 o
then
oL .
(A.478) % = -V - (AV¢) = —div(AV9).

A.3. Differential Manifolds
A.4. Dirac delta function and Fourier transform

Fourier transform (FT) fy of a complex-value function f(r), r € R” is defined
by the integral

(A479) FHO0) = = gz [ S0 v,
RD

where k € RP. The integral in equation (A.479) can be understood as the usual Rie-

mann integral for Riemann-integrable f(r). More generally, FT is valid for Lebesgue

absolutely integrable functions f(r), i.e. f(r) € L*(RP) because f(r) € L'(RP)

together with equation (A.479) implies that |fi| < (Qﬂ%/g fD |f(r)|dr < oco. Here
R

LP(RP), p > 1 is the space of functions f(r) such that |f(r)|? is Lebesgue inte-
grable, i.e. the norm

1/p

(A.480) 5= | [Ispar] L pz1

is finite, || f(r)|/Lr < co.

Wave systems often implies that f(r) is not only in L!'(RP) but infinitely
differentiable with the Lebesgue integral in FT (A.479) is then reduced to the
Riemann integral. FT is especially convenient to work with the space S(RP) of
infinitely differentiable functions which decay faster than any inverse power of |r|
for |r| — 00). FT (A.479) of f(r) € S(RP) results in fi being in S(RP) as the
function of k € RP ie. FT maps S(R”) into S(R”) (and even more, FT is
one-to-one mapping of S(R?) onto S(RP)) [Rud91].

Also f(r) € S(RP) ensures the existence of inverse FT

1

(A.481) P = g [ S
RD

which recovers f(r) from fy pointwise for any r € R? i.e. F~1(F(f)) = f, or

(A.482) f(r) = (2@1]3/2 / ed i,
RD
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which is referred to as Fourier inversion theorem. )
Ezample. FT of the Gaussian function fg(r) = e~ *I", € > 0 is given by

1 —ik-r—elr|? 1 — lic|2
(A483) ffG—W/e Hdr—We de
RD
where we used the integral (A.502) with a = € and b = —ik;,¢ = 1,..., D for the

integration along each coordinate r;, 1 =1,...,D.

For more general case f(r) € L'(RP), Fourier inversion theorem (A.482) is
still valid almost everywhere (except the set of measure zero in r € R”) provided
fi € LY(RP) [Rud91]. For example, if D =1, f(r) € L*(R),r := r and f(r) is a
piecewise smooth with a finite number of discontinuities then equation (A.482) is
valid for any r for which f(r) is continuous while F~1(fi)(r) = [f(rT)+ f(r7)]/2 at
discontinuities. Here f(r™) and f(r~) are one-sided limits at the discontinuities and
the integral in equation (A.481) is understood as the improper Riemann integral
(the Lebesgue integral may not be defined in that case).

Plancherel’s theorem states that f f(r)g(r)dr = f fr Gy dk for complex-valued

functions f(r) and g(r) with r € RP (bar here means complex conjugation) provided
f(r), g(r) € LY RP)n L2(RP). A particular case of Plancherel’s theorem for
g(r) = f(r) resulting in [ |f(r)|?dr = [ |fx|?dk is called Parseval’s identity.
D D

FT is also extendedRinto the spactﬂe{ of generalized functions, or distributions.
Distributions f(r) generalize the notion of classical functions to continuous linear
functionals which we designate by (f,¢). These functionals map a space of test
functions ¢ € D(RP) into the set of complex numbers, where D(RP) is the set
of infinitely differentiable functions with compact support. The set of all such
functionals define the space of distributions D’(RP). If f(r) is the locally integrable
(Lebesgue integrable over every compact subset of RP) function then (f,¢) =
f f(r)é(r)dr. A simplest nontrivial example of the distribution is the Dirac delta

functlon (dlstribution) o(r ) defined by (6 ©) = ¢(0). In this book we abuse notation
and formally replace (f, ) by f f(r)é(r)dr for all distributions (not only for locally

integrable functions) meaning that e.g. Dirac delta function (or simply ¢ function)
is defined by

(A.484) /5 (r —ro)p(r)dr = p(rg), ro € RP.

Using the space D(RP) for defining FT of distributions is not convenient be-
cause FT of ¢ € D(RP) generally does not belong to D(RP) (FT of compactly
supported function is not compactly supported function of k variable). Instead of
the space D(RP) we choose a larger Schwartz space S(RP) as the space of test func-
tions ¢. Obviously D(RP) C S(RP) as well as D(R?) is dense in S(RP). The space
of test functions ¢ € S(RP) defines the space of tempered distributions S'(RP) as
the set of continuous linear functionals (f, ¢). All distributions from S’(R”) belong
to D'(RP), i.e. S'(RP) C D'(RP) [Rud91]. Similar to the more general space of
distribution D(RP), we abuse the notation for linear functionals through the inte-
gral symbol and define FT of f(r) € S'(RP) by equation (A.479) and inverse FT
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by equation (A.482). FT is one-to-one continuous mapping of S’(R”) onto S'(RP)
with F=Y(F(f)) = f.
Ezample. Consider FT of Dirac delta function f(r) = 6(r — rg) : fk =

(%);D/z [ d(r — ro)e *rdr = ("2;)71;/02 Taking inverse FT of that expression by
RD

—ik-rq e—ikTo

using equation (A.482) we obtain that F 1%

G = @ J ¢k = 0(r —ro),

i.e. we obtain the formal identity

(A.485) /eik'(r*m)dk = (2m)P6(r — 1), 1, ro€RP,
RD

and similar

(A.486) / ek rgr — (2m)Po(k — ko), k, ko € RP.
RD
Equations (A.485) and (A.486) are very useful for formal manipulations with FT

throughout this book. For the additional insight one can also obtain equations
(A.485) and (A.486) as € — 0 limit of the following Gaussian integral

1 . 2 1 (k—kg)?
A4 0c(k) := ko) r—elrl®gp — ___~ ="
( 87) ( ) (271')D /6 r (47T6)D/26 : ’
RD
where equation (A.501) from Appendix A.5 was used. It follows from equation
(A.486) that liH(l) d.(k) = 6(k) because for any ¢ € S(RP) or ¢ € D(R”) one

obtains that

e—0
RD RD

tin [ (3. (1)dk = (ko) limy [ 6.}k = (ko).

Any distribution f € D’(RP) is infinitely differentiable with the derivatives
defined as
0% 92 oep

g1 go2 gov
= (=1 ajtaz+...+ap
<ar(111 87,,31 aT?D f’ S0> ( ) <f7

ore oy oree ¥
In particular derivatives of Dirac delta function for D = 1 are defined as

(A.489) (0, 0) = =¢'(0)

for the first derivative and (5™, ) = (—1)"¢(™(0) for the nth derivative. Also
©'(x) = 0(z), x € R, where ©(x) is the Heaviside step function defined by O(z) =1
for x > 0 and O(z) = 0 for z < 0. The Heaviside step function is also called by the
unit step function.

The definition (A.479) ensures that FT transforms a convolution f * g

(A.488)

(A.490) (F2)e) = [ Flr =)t
RD

of the function f(r) and g(r) into the (pointwise) product of FTs as follows
(A.491) F(f * 9)(k) = 2m)"" figic

which is sometimes called by the convolution theorem.
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The convolution theorem (A.491) is valid for f,g € L'(RP) which implies the
absolute convergence (f * g) € L*(R”) by Fubini’s theorem [Rud91] as follows

ILf * gl mry = //|f r —r’)g(r")|drdr’ —//|g )| f(r — 1) |drdr’

RD RP RP RP

- / Il @ordr’ = (112 oy 9l s
D

and interchanging the order of integration we obtain (A.491) as follows

f(f*g)(k):@ﬂlm Jeer | [ e wgrar
RD D

= D/2 /f e et gy / g(x")e ™ dr" = (2m) P/ fiegic.
]RD
Also S(RP) is closed under convolution.
Different definitions of F'T. We note that generally instead of equations (A.479)
and (A.482), FT and inverse FT pair can be defined using two arbitrary real con-
stants a and b as follows

|b|D/2 —1bk r
fk = 271' D/2 a /f dr.

(A492) |b‘D/2 ibk-r
f(r) 27T D/2+a f € dr

which is immediately verified using equation (A.486). E.g. a = D/2, b = 1 is
commonly used in quantum mechanics [LL76] an generally in theoretical physics for
FT over the spatial variable r. Throughout this book we use definitions equations
(A.479) and (A.482) for FT over the spatial variable r.

We define Fourier transform (FT) over time as follows

o0
(A.493) fo = / f(t)e™tat.
Respectively, inverse FT is given by
(A.494) ft) = L 7 fue “tdw
. T 27T w
— o0

Note that we chose for FT (A.493) to have zeroth power of 27 (contrary to the
definition of FT over r in equation (A.479)) to be consistent with the standard
definition of the dielectric permittivity in theoretical physics as e.g. in Ref. [LL84].
In terms of the general definition (A.492) it corresponds to D = 1, a = 1/2 and
b = —1. Also the sign in exponent is opposite for FT over time (A.493) compare
with FT over r (A.479). These changes of the normalization constant and the sign
of exponent are convenient for this book and do not change FT properties (except
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trivial changes in normalization constants) so FT (A.493) has the same properties
as (A.479) for D = 1.
The definition (A.493) ensures that FT transforms a convolution f * g

(A.495) (Fr)t)= [ 1t~ t)gltar

of the function f(t) and g(¢) into the product of FTs as follows
(A.496) F(f +9) = fogo-

This expression is similar to equation (A.491) except the absence of the normaliza-
tion constant in power of 2.

FT of the derivative of function and FT of the envelope. Assume that f(t) is
the envelope of g(t) as follows g(t) = f(t)e~“o!. Then FT of g results in FT of f
with the shifted argument as follows

(Ad97)  F(f(t)e oty = / Ft)emwoteiot gy — / FO)ee—otgy — £
R R

Looking for FT of the derivative of f together with the integration by parts
and the condition f(t) — 0 for|t| — oo we obtain that

(A.498)
F <e—iwotgt f(t)) - / e (1)t = —i(w — wo) / F(e ety
R R

(A.499) = —i(w— WO)fw—wo'
In a similar way,
(A.500) F (e S 0) = i = )] s n =01

which provides the explicit expression how to invert FT of the expression [—i(w —
wo)]nf w—wo*

A.5. Gaussian integrals

Consider the integral I, = [ e‘awz“‘b“dx, a > 0. One can change the integration

R
from the variable z to the the variable z = a'/2z — ba=1/?2! aiming to bring the
expression in the exponent to the full square as follows: —ax? + bz = f(al/ 2r —
ba~1/2271)2 4 % =224 %. If b € R then

2 1 2, b2 T\1/2 2

_ —az’+bx _ —z2"+ 45 [ 4a
(A.501) Ib—/e do=—75 [ e 4dz_<a) ek,
R R

where we used the standard integral [ e~ dy = /7. The expression in r.h.s of
R

equation (A.501) is also valid for the arbitrary complex constant b = b, +1ib; € C
except that z is now complex-valued and the integration is now performed over the
horizontal line —oo < Re(z) < oo, Im(z) = —iba~/2271 in the complex plane. The
2
z

function fy(z) = e * is entire holomorphic function of z € C which decays to zero,
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fo(z) — 0 for |z| — oo, |Arg(2)| < w/4 and |Arg(z) — | < 7/4 which ensures that
the integration contour can be moved from the real line to Im(z) = —iba~1/2271
without changing the value of integral. We conclude that

1/2 2
(A.502) /e_a””2+b$dx = (E> efTa, a>0,beC.
a
R
Multidimensional Gaussian integrals in R™ are given by
-1 i Ajjzizi+b-x (27(-)”/2 3 i Ai_jlbibj

i,j=1 — i,5=1 n

(A.503) /e dx et A)l/ze , beR"

R

n
where A € R™*™ is the positive-definite symmetric matrix, i.e. > Ajjz;z; > 0
ij=1
for any x # 0, x € R", AT = A and det A is the determinant of A. To derive
equation (A.503) one can use the orthogonal transformation y = U7x to the new
integration variable y, where U is the orthogonal matrix U7 = U~! which diag-
onalizes the matrix A as follows D = UTAU. Here D € R™ " is the diagonal
matrix Di; = A\jdi5,A; >0, 4,7 =1,...,n. Existence of U is ensured because A is
n n
the symmetric matrix. Then the quadratic form ) A;jz,z; = > A\iy? and the
ij=1 i=1
integration over the new variable y is performed using equation (A.502) for each
component y;, j=1,...,n.

Problem 1: generalize the integral (A.503) to the complex fields: A € C**"

is the positive-definite Hermitian matrix, i.e. A= AT and Aijzz; > 0 for any

ij=1
x # 0, x € C". In other words, evaluate the integral
/e T dx, dx= H dRe(zr)dIm(zy), beC".

Ccn k=1






[Arn69)
[Arn89)
[AST72]
[Ask62]
[AVGOS
[Bar08]

[BEE+02]

[Ber98]
[BKL*86]
[BKWR02]
[BLP*16]
[BMZ07]
[Boo]
[Boy08]
[Bri22]
[BSL*04]
[CBT99)]
[CC69]
[CFMWO0g]
[CcCT64]
[Chal6]

[CMKF09)]

[Crab7]

Bibliography

V. 1. Arnold, Hamiltonian approach to the description of non-linear plasma phe-
nomena, Usp. Mat. Nauk 24 (1969), 225.

V. 1. Arnold, Mathematical methods of classical mechanics, Springer, 1989.
Milton Abramowitz and Irene A. Stegun, Handbook of mathematical functions with
formulas, graphs, and mathematical tables, tenth printing ed., National Bureau of
Standards, Washington D.C., 1972.

G. A. Askar’yan, Effects of the gradient of strong electromagnetic beam on electrons
and atoms, Soviet Phys. JETP 15 (1962), 1088.

W. R. Anderson, J. R. Veale, and T. F. Gallagher, Resonant dipole-dipole energy
transfer in a nearly frozen rydberg gas, Phys. Rev. Lett. 80 (1998), no. 2, 249-252.
M. A. Baranov, Theoretical progress in many-body physics with ultracold dipolar
gases, Phys. Rep. 464 (2008), no. 3, 71 — 111.

R. Blaauwgeers, V. B. Eltsov, G. Eska, A. P. Finne, R. P. Haley, M. Krusius, J. J.
Ruohio, L. Skrbek, and G. E. Volovik, Shear Flow and Kelvin-Helmholtz Instability
in Superfluids, Phys. Rev. Lett. 89 (2002), 155301.

L Bergé, Wave collapse in physics: principles and applications to light and plasma
waves, Phys. Rep. 303 (1998), 259 — 370.

D. Bensimon, L. P. Kadanoff, S. Liang, B. I. Shraiman, and C. Tang, Viscous flows
in two dimensions, Rev. Mod. Phys. 58 (1986), 977-999.

O. Bang, W. Krolikowski, J. Wyller, and J. J. Rasmussen, Collapse arrest and
soliton stabilization in nonlocal nonlinear media, Phys. Rev. E 66 (2002), 046619.
S. Babuin, V. S. Lvov, A. Pomyalov, L. Skrbek, and E. Varga, Coezxistence and
interplay of quantum and classical turbulence in superfluid 4He: Decay, velocity
decoupling, and counterflow energy spectra, Phys. Rev. B. 94 (2016), 174504.

H. P. Biichler, A. Micheli, and P. Zoller, Nature Phys. 3 (2007), 726.

A. H. Boozer, Magnetic field line Hamiltonian, Princeton Plasma Phys. Lab. Rep.
No. PPPLR-2094R.

R. W. Boyd, Nonlinear optics, Elsevier, Boston, 2008.

L. Brillouin, Ann. Phys. (Paris) 17 (1922), 88.

L. Bergé, S. Skupin, F. Lederer, G. Méjean, J. Yu, J. Kasparian, E. Salmon,
J. P. Wolf, M. Rodriguez, L. Woste, R. Bourayou, and R. Sauerbrey, Multiple
filamentation of terawatt laser pulses in air, Phys. Rev. Lett. 92 (2004), 225002.
Stephen J. Cowley, Greg R. Baker, and Saleh Tanveer, On the formation of Moore
curvature singularities in vortex sheets, J. Fluid Mech. 378 (1999), 233-267.

M. W. Cole and M. H. Cohen, Image-Potential-Induced Surface Bands in Insula-
tors, Phys. Rev. Lett. 23 (1969), 1238.

H. Cartarius, T. Fab¢ic, J. Main, and G. Wunner, Dynamics and stability of
bose-einstein condensates with attractive 1/r interaction, Phys. Rev. A 78 (2008),
013615.

R. Y. Chiao, I. Garmire, and C. H. Townes, Self-trapping of optical beams, Phys.
Rev. Lett. 13 (1964), 479.

Dmitry V. Chalikov, Numerical modeling of sea waves, Springer, 2016.

J. Cuevas, Boris A. Malomed, P. G. Kevrekidis, and D. J. Frantzeskakis, Solitons in
quasi-one-dimensional bose-einstein condensates with competing dipolar and local
interactions, Phys. Rev. A 79 (2009), no. 5, 053608.

G. D. Crapper, An exact solution for progressive capillary waves of arbitrary am-
plitude, Journal of Fluid Mechanics 2 (1957), 532-540.

343



344

[Cro99]
[Cro00a]
[Cro00b]
[CS93)
[CS98]
[CS05)
[Dav49]
[DBYS]
[DCCH01]
[DDLZ19]

[DFN85)

[DGPS99]

[DKSZ96a]

[DKSZ96b]

[DKZ13]
[DLK13)
[DLK16]

[DNPZ92]

[Dya01]
[DZ94a]
[DZ94b]

[Ede80]
[EFLS07]

[Fab03]
[Fef71]

[FEH06]

BIBLIOGRAPHY

D. G. Crowdy, Circulation-induced shape deformations of drops and bubbles: exact
two-dimensional models, Phys. Fluids 11 (1999), 2836—2845.

, A new approach to free surface Euler flows with capillarity, Stud. Appl.
Math. 105 (2000), 35-58.

, Hele-Shaw flows and water waves, Journal of Fluid Mechanics 409 (2000),
223-242.

W. Craig and C. Sulem, Numerical simulation of gravity waves, J. Comput. Phys.
108 (1993), 73-83.

D. Chalikov and D. Sheinin, Direct modeling of one-dimensional nonlinear poten-
tial waves, Adv. Fluid Mech 17 (1998), 207-258.

, Modeling of extreme waves based on equation of potential flow with a free
surface, Journal of Computational Physics 210 (2005), 247-273.

D. I. Davydov, Dokl. Akad. Nauk SSSR 69 (1949), 165.

Russell J. Donnelly and Carlo F. Barenghi, The Observed Properties of Liquid He-
lium at the Saturated Vapor Pressure, Journal of Physical and Chemical Reference
Data 27 (1998), 1217.

E. A. Donley, N. R. Claussen, S. L. Cornish, J. L. Roberts, E. A. Cornell, and C. E.
Wieman, Dynamics of collapsing and exploding bose-einstein condensates, Nature
412 (2001), no. 6844, 295-299.

A. 1. Dyachenko, S. A. Dyachenko, P. M. Lushnikov, and V. E. Zakharov, Dynam-
ics of Poles in 2D Hydrodynamics with Free Surface: New Constants of Motion,
Journal of Fluid Mechanics 874 (2019), 891-925.

B. A. Dubrovin, A. T. Fomenko, and S. P. Novikov, Modern Geometry: Methods
and Applications: Part II: The Geometry and Topology of Manifolds, Springer,
1985.

F. Dalfovo, S. Giorgini, L. P. Pitaevskii, and S. Stringari, Rev. Mod. Phys. 71
(1999), 463.

A 1 Dyachenko, E A Kuznetsov, M D Spector, and V E Zakharov, Analytical
description of the free surface dynamics of an ideal fluid (canonical formalism
and conformal mapping), Phys. Lett. A 221 (1996), 73-79.

Alexander I. Dyachenko, Evgenii A. Kuznetsov, Michael Spector, and Vladimir E.
Zakharov, Analytical description of the free surface dynamics of an ideal fluid
(canonical formalism and conformal mapping), Phys. Lett. A 221 (1996), 73-79.
A. 1. Dyachenko, D. I. Kachulin, and V. E. Zakharov, On the nonintegrability of
the free surface hydrodynamics, JETP Letters 98 (2013), 43-47.

Sergey A. Dyachenko, Pavel M. Lushnikov, and Alexander O. Korotkevich, The
complex singularity of a Stokes wave, JETP Letters 98 (2013), no. 11, 675-679.

, Branch Cuts of Stokes Wave on Deep Water. Part I: Numerical Solution
and Padé Approzimation, Studies in Applied Mathematics 137 (2016), 419-472.
S. Dyachenko, A. C. Newell, A. Pushkarev, and V. E. Zakharov, Optical turbu-
lence: weak turbulence, condensates and collapsing fragments in the nonlinear
schrodinger equation, Physica D 57 (1992), 96.

Alexander I. Dyachenko, On the dynamics of an ideal fluid with a free surface,
Dokl. Math. 63 (2001), no. 1, 115-117.

A T Dyachenko and V E Zakharov, Is free-surface hydrodynamics an integrable
system?, Phys. Lett. A 190 (1994), 144-148.

Alexander 1. Dyachenko and Vladimir E. Zakharov, Is free surface hydrodynamics
an integrable system?, Phys. Lett. A 190 (1994), no. 2, 144-148.

V S Edelman, Levitated electrons, Sov. Phys. Usp. 23 (1980), 227-244.

J. Eggers, M. A. Fontelos, D. Leppinen, and J. H. Snoeijer, Theory of the Collapsing
Azisymmetric Cavity, Phys. Rev. Lett. 98 (2007), 094502.

I. L. Fabelinskii, The discovery of combination scattering of light in Russia and
India, Physics-Uspekhi 46 (2003), 1105-1112.

C. Fefferman, Characterizations of bounded mean oscillation, Bull. Amer. Math.
Soc. 77 (1971), 587-588.

A. P. Finne, V. B. Eltsov, R. Hanninen, N. B. Kopnin, J. Kopu, M. Krusius,
M. Tsubota, and G. E. Volovik, Dynamics of vortices and interfaces in superfluid
He-3, Rep. Progr. Phys. 69 (2006), 3157-3230.




[FK93]

[FMS18]

[FP99)]

[FPUS55]

[Fra85]
[Fri95]

[FS72]

[Gak66]
[Gal45]

[Gan90]

[GGKM67]

[GGL*16]

[Gra73]
[GRmcdzP00]

[GVGV17)

[GWH05]

[HB14]

[Hil05]

[How86]
[HRB108]

[JUHTO08]

[KL95]

[KLM+08]

[KMS0)

BIBLIOGRAPHY 345

V. Flambaum and E. Kuznetsov, Nonlinear dynamics of ultra-cold gas, Proc.
NATO Advanced Research Workshop, Heraklion, Greece, July 6-10, 1992. Singu-
larities in Fluids, Optics and Plasmas (E. Caflisch and G. C. Papanicolaou, eds.),
Kluwer, 1993, pp. 197-203.

Glenn R. Flierl, Philip J. Morrison, and Rohith Vilasur Swaminathan, Jovian
vortices and jets, 2018, arXiv:1809.08671.

G. Fibich and G. Papanicolaou, Self-focusing in the perturbed and unperturbed
nonlinear schrodinger equation in critical dimension, SIAM J. Appl. Math. 60
(1999), 183.

E. Fermi, J. Pasta, and S. Ulam., Studies of nonlinear problems, 1955, Report
LA-1940. Los Alamos: Los Alamos Scientific Laboratory.

G. M. Fraiman, Zh. Eksp. Teor. Fiz. 88 (1985), 390.

U. Frisch, Turbulence: The legacy of a.n. kolmogorov, Cambridge Univ. Press,
Cambridge, 1995.

C. Fefferman and E. M. Stein, Hp spaces of several variables, Acta Math. 71 (1972),
137-193.

F. D. Gakhov, Boundary value problems, Pergamon Press, New York, 1966.

L A Galin, Unsteady filtration with free surface, Dokl. Akad. Nauk SSSR 47 (1945),
246-249.

F. R. Gantmacher, Matriz theory vol. 1), AMS Chelsea Publishing, New York,
1990.

Clifford S. Gardner, John M. Greene, Martin D. Kruskal, and Robert M. Miura,
Method for Solving the Korteweg-deVries Equation, Phys. Rev. Lett. 19 (1967),
1095.

J. Gao, W. Guo, V. S. L’vov, A. Pomyalov, L. Skrbek, E. Varga, and W. F. Vinen,
Decay of Counterflow Turbulence in Superfluid * He, JETP Lett 103 (2016), 648
652.

Malcolm A. Grant, Standing Stokes waves of maximum height, J. Fluid Mech.
60(3) (1973), 593-604.

Krzysztof Géral, Kazimierz Rzazewski, and Tilman Pfau, Bose-einstein condensa-
tion with magnetic dipole-dipole forces, Phys. Rev. A 61 (2000), no. 5, 051601(R).
J. Gao, E. Varga, W. Guo, and W. F. Vinen, Statistical Measurement of Coun-
terflow Turbulence in Superfluid Helium-4 Using He Tracer-Line Tracking Tech-
nique, J. Low Temp. Phys. 187 (2017), 490-496.

Axel Griesmaier, Jorg Werner, Sven Hensler, Jiirgen Stuhler, and Tilman Pfau,
Bose-einstein condensation of chromium, Phys. Rev. Lett. 94 (2005), no. 16,
160401.

Risto Hanninen and Andrew W. Baggaley, Vortezr filament method as a tool for
computational visualization of quantum turbulence, PNAS 111 (2014), 4667-4674.
David Hilbert, Ueber eine Anwendung der Integralgleichungen auf ein Problem
der Funktionentheorie, Verhandlungen des dritten internationalen Mathematiker
Kongresses in Heidelberg 1904 (Adolf Krazer, ed.), Teubner, Leipzig, 1905, pp. 233~
240.

S D Howison, Cusp Development in Hele—Shaw Flow with a Free Surface, SIAM
J. Appl. Math. 46 (1986), 20—26.

R. Heidemann, U. Raitzsch, V. Bendkowsky, B. Butscher, R. Léw, and T. Pfau,
Phys. Rev. Lett. 100 (2008), 033601.

T. A. Johnson, E. Urban, T. Henage, L. Isenhower, D. D. Yavuz, T. G. Walker, and
M. Saffman, Rabi oscillations between ground and rydberg states with dipole-dipole
atomic interactions, Phys. Rev. Lett. 100 (2008), no. 11, 113003.

E. A. Kuznetsov and P. M. Lushnikov, Nonlinear theory of the excitation of waves
by a wind due to the kelvin-helmholtz instability, J. Exp. Theor. Phys. 81 (1995),
332-340.

T. Koch, T. Lahaye, J. Metz, B. Froehlich, A. Griesmaier, and T. Pfau, Stabiliza-
tion of a purely dipolar quantum gas against collapse, Nature Physics 4 (2008),
no. 3, 218-222 (English).

E. A. Kuznetsov and A. V. Mikhailov, Hamiltonian approach to the description of
non-linear plasma phenomena, Phys. Lett. 7TA (1980), 37.



346

[Kor91]
[Kor02]
[KP03]

[KRZ86]

[KSZ93]
[KSZ94]
[KT85]
[KZ14]
[Lad69)

[LDS17]

[LKF+07]

[LL76]
[LL80]
[LL84]

[LL89%)
[LL89b)

[LLP13]

[LM28]

[LMDP17]

[LMF*08]

[LMS+09)]
[LP81]
[LPSS88]
[LRO4]
[LRO6]

[LS00]

BIBLIOGRAPHY

S. E. Korshunov, Instability of superfluid helium free surface in the presence of
heat flow, Europhys. Letters 16 (1991), 673-675.

, Analog of Kelvin-Helmholtz instability on superfluid liquid free surface,
JETP Letters 75 (2002), 496-498.

Christian Kharif and Efim Pelinovsky, Physical mechanisms of the rogue wave
phenomenon, Europ. J. Mech. - B/Fluids 22 (2003), 603-634.

E. A. Kuznetsov, A. M. Rubenchik, and V. E. Zakharov, Spatial dispersion of
nonlinearity and stability of multidimensional solitons, Phys. Rep. 142 (1986),
103-165.

E.A. Kuznetsov, M.D. Spector, and V.E. Zakharov, Surface singularities of ideal
fluid, Physics Letters A 182 (1993), no. 4-6, 387 — 393.

E. A. Kuznetsov, M. D. Spector, and V. E. Zakharov, Formation of singularities
on the free surface of an ideal fluid, Phys. Rev. E 49 (1994), 1283-1290.

E. A. Kuznetsov and S. K. Turitsyn, Talanov transformations in self-focusing prob-
lems and instability of stationary waveguides, Phys. Lett. A 112A (1985), 273-275.
E. A. Karabut and E. N. Zhuravleva, Unsteady flows with a zero acceleration on
the free boundary, J. Fluid Mech. 754 (2014), 308-331.

O. A. Ladyzhenskaya, The mathematical theory of viscous incompressible flow,
Gordon and Breach, Science Publishers, New York, 1969.

Pavel M. Lushnikov, Sergey A. Dyachenko, and Denis A. Silantyev, New conformal
mapping for adaptive resolving of the complex singularities of Stokes wave, Proc.
Roy. Soc. A 473 (2017), 20170198.

Thierry Lahaye, Tobias Koch, Bernd Froehlich, Marco Fattori, Jonas Metz, Axel
Griesmaier, Stefano Giovanazzi, and Tilman Pfau, Strong dipolar effects in a quan-
tum ferrofluid, Nature 448 (2007), no. 7154, 672-U5 (English).

L. D. Landau and E. M. Lifshitz, Quantum mechanics (course of theoretical
physics, volume 8), Butterworth-Heinemann, New York, 1976.

, Statistical Physics, Third Edition, Part 1: Volume 5 (Course of Theoret-
ical Physics, Volume 5), Butterworth-Heinemann, New York, 1980.

, Electrodynamics of continuos media (course of theoretical physics, volume
8), Pergamon Press, Oxford, 1984.

, Fluid mechanics, third edition: Volume 6, Pergamon, New York, 1989.

, Mechanics (course of theoretical physics, volume 1), Pergamon Press, New
York, 1989.

L. D. Landau, E. M. Lifshitz, and L.P. Pitaevskii, Statistical physics: Theory of the
condensed state (part 2) (course of theoretical physics, volume 9), Butterworth-
Heinemann, Oxford, 2013.

G.S. Landsherg and L.I. Mandelstam, New phenomenon in scattering of light (pre-
liminary report), Journal of the Russian Physico-Chemical Society, Physics Section
60 (1928), 335.

A. A. Levchenko, L. P. Mezhov-Deglin, and A. A. Pel’'menev, Faraday Waves and
Vortices on the Surface of Superfluid He II, JETP Lett. 106 (2017), 252-257.

T. Lahaye, J. Metz, B. Frohlich, T. Koch, M. Meister, A. Griesmaier, T. Pfau,
H. Saito, Y. Kawaguchi, and M. Ueda, d-wave collapse and explosion of a dipolar
bose-einstein condensate, Phys. Rev. Lett. 101 (2008), no. 8, 080401.

T Lahaye, C Menotti, L Santos, M Lewenstein, and T Pfau, The physics of dipolar
bosonic quantum gases, Reports on Progress in Physics 72 (2009), no. 12, 126401.
E. M. Lifshitz and L.P. Pitaevskii, Physical Kinetics: Volume 10, Butterworth-
Heinemann, Oxford, 1981.

B. J. LeMesurier, G. Papanicolaou, C. Sulem, and P. L. Sulem, Focusing and multi-
focusing solutions of the nonlinear schrodinger equation, Physica D 31 (1988), 78.
P. M. Lushnikov and H. A. Rose, Instability versus equilibrium propagation of laser
beam in plasma, Phys. Rev. Lett. 92 (2004), 255003.

, How much laser power can propagate through fusion plasma?, Plasma
Physics and Controlled Fusion 48 (2006), 1501-1513.

P. M. Lushnikov and M. Saffman, Collapse in a forced three dimensional nonlinear
schrodinger equation, Phys. Rev. E 62 (2000), 5793-5796.




[Lus95]
[Lus02]
[Lus04]

[Lus10]
[Lus16]

[LV10]
[LZ05]

[LZ18]

[LZ20]
[Mal93]

[Man26]
[MOI81]

[Moo79)]
[Mor98]
[Mor05]
[MWD94]
[MWWZ00]
[NMPZ84]

[OGKA00]

[OvsT3]
[Pan96]

[PGKGRO0]

[Pit96]
[PK45]
[PMO8]

[PMB+10]

[PP52]

[PS03]

BIBLIOGRAPHY 347

P. M. Lushnikov, Dynamic criterion for collapse, JETP Letters 62 (1995), 461—
467.

, Collapse of bose-einstein condensate with dipole-dipole interactions, Phys.
Rev. A 66 (2002), 051601(R).

, Ezactly integrable dynamics of interface between ideal fluid and light vis-
cous fluid, Physics Letters A 329 (2004), 49 — 54.

, Critical chemotactic collapse, Phys. Lett. A 374 (2010), 1678-1685.
Pavel M. Lushnikov, Structure and location of branch point singularities for Stokes
waves on deep water, Journal of Fluid Mechanics 800 (2016), 557-594.

P. M. Lushnikov and N. Vladimirova, Non-gaussian statistics of multiple filamen-
tation, Opt. Lett. 35 (2010), 1965-1967.

P. M. Lushnikov and V. E. Zakharov, On optimal canonical variables in the theory
of ideal fluid with free surface, Physica D 203 (2005), 9 — 29.

P. M. Lushnikov and N. M. Zubarev, Ezact solutions for nonlinear development of
a Kelvin-Helmholtz instability for the counterflow of superfluid and normal com-
ponents of Helium II, Phys. Rev. Lett. 120 (2018), 204504.

P. M. Lushnikov and V. E. Zakharov, Poles and branch cuts in free surface hydro-
dynamics, Water Waves, DOI: 10.1007/s42286-020-00040-y (2020).

V. M. Malkin, On the analytical theory for stationary self-focusing of radiation,
Physica D 64 (1993), 251-266.

L. I. Mandelstam, Zh. Russ. Fiz-Khim. 58 (1926), 381.

D. Meison, S. Orzag, and M. Izraely, Applications of numerical conformal mapping,
J. Comput. Phys. 40 (1981), 345-360.

D W Moore, The spontaneous appearance of a singularity in the shape of an evolv-
ing vortex sheet, Proc. R. Soc. London, Ser. A 365 (1979), 105-119.

P.J. Morrison, Hamiltonian description of the ideal flutd, Rev. Mod. Phys. 70
(1998), 467-521.

, Hamiltonian and action principle formulations of plasma physics, Physics
of Plasmas 12 (2005), 058102.

M B Mineev-Weinstein and S P Dawson, Class of nonsingular exact solutions for
laplacian pattern formation, Phys. Rev. E 50 (1994), R24-27.

Mark Mineev-Weinstein, Paul B Wiegmann, and Anton Zabrodin, Integrable struc-
ture of interface dynamics, Phys. Rev. Lett. 84 (2000), no. 22, 5106-5109.

S. P. Novikov, S. V. Manakov, L. P. Pitaevskii, and V. E. Zakharov, Theory of
Solitons. The Inverse Scattering Method, Springer, New York, 1984.

D. O’Dell, S. Giovanazzi, G. Kurizki, and V. M. Akulin, Bose-einstein condensates
with 1/r interatomic attraction: Electromagnetically induced “gravity”, Phys. Rev.
Lett. 84 (2000), no. 25, 5687-5690.

Lev V. Ovsyannikov, Dynamics of a fluid, M.A. Lavrent’ev Institute of Hydrody-
namics Sib. Branch USSR Ac. Sci. 15 (1973), 104-125.

J. N. Pandey, The Hilbert Transform of Schwartz Distributions and Applications,
Wiley, New York, 1996.

Victor M. Pérez-Garcia, Vladimir V. Konotop, and Juan J. Garcia-Ripoll, Dynam-
ics of quasicollapse in nonlinear schrédinger systems with nonlocal interactions,
Phys. Rev. E 62 (2000), no. 3, 4300-4308.

L. P. Pitaevskii, Dynamics of collapse of a confined Bose gas, Phys. Lett. A 221
(1996), 14-18.

P Ya Polubarinova-Kochina, On motion of the contour of an oil layer, Dokl. Akad.
Nauk SSSR 47 (1945), 254-257.

Andrei D. Polyanin and Alexander V. Manzhirov, Handbook of integral equations:
Second edition, Chapman and Hall/CRC, Boca Raton, 2008.

G. Pupillo, A. Micheli, M. Boninsegni, I. Lesanovsky, and P. Zoller, Strongly cor-
related gases of rydberg-dressed atoms: Quantum and classical dynamics, Phys.
Rev. Lett. 104 (2010), no. 22, 223002.

W. G. Penney and A. T. Price, Part II. Finite Periodic Stationary Gravity Waves
in a Perfect Liquid, Phil. Trans. R. Soc. A 244 (1952), 254-284.

L. P. Pitaevskii and S. Stringari, Bose-FEinstein Condensation, Clarendon, Oxford,
2003.




348

[RCC01]

[RHBE95]

[RLMD16]

[Rub05]
[Rud86]
[Rud91]
[SB84]
[Shi70]
[SS99]
[SSZL00]
[Sto80]

[Sto57]
[SW68]

[SWMO09)
[T.08)]

[Tal70]
[Tan91]

[Tan93]
[Tan96]
[Tit48]

[TLZ09)]

[Tur85]
[Vol02]

[Vol03]
[Vol15]

[VPTT71]

[Wei83]
[Will1]

[Y'Y00]

BIBLIOGRAPHY

J. L. Roberts, N. R. Claussen, S. L. Cornish, E. A. Donley, E. A. Cornell, and
C. E. Wieman, Controlled collapse of a bose-einstein condensate, Phys. Rev. Lett.
86 (2001), 4211.

P. A. Ruprecht, M. J. Holland, K. Burnett, and M. Edwards, Time-dependent
solution of the nonlinear schrodinger equation for bose-condensed trapped neutral
atoms, Phys. Rev. A 51 (1995), 4704-4711.

I. A. Remizov, A. A. Levchenko, and L. P. Mezhov-Deglin, Instability on the Free
Surface of Superfluid He-II Induced by a Steady Heat Flow in Bulk, J. Low Temp.
Phys. 185 (2016), 324-338.

V. P. Ruban, Quasiplanar steep water waves, Phys. Rev. E 71 (2005), 055303R.
W. Rudin, Real and complex analysis, Mcgraw Hill; 3rd edition, 1986.

, Functional analysis, Mcgraw Hill Higher Education; 2nd edition, 1991.
B. I. Shraiman and D. Bensimon, Singularities in nonlocal interface dynamics,
Phys. Rev. A 30 (1984), 2840-2844.

V. B. Shikin, Motion of helium ions near a vapor-liquid surface, Sov. Phys. JETP
31 (1970), 936.

C. Sulem and P. L. Sulem, Nonlinear schrodinger equations: Self-focusing and
wave collapse, World Scientific, New York, 1999.

L. Santos, G. V. Shlyapnikov, P. Zoller, and M. Lewenstein, Bose-einstein conden-
sation in trapped dipolar gases, Phys. Rev. Lett. 85 (2000), no. 9, 1791-1794.
George G. Stokes, On the theory of oscillatory waves, Mathematical and Physical
Papers 1 (1880), 197-229.

J. J. Stoker, Water waves, Interscience, 1957.

R. L. Seliger and G. B. Whitham, Hamiltonian approach to the description of
non-linear plasma phenomena, Proc. Roy. Soc. Lond. A 305 (1968), 1.

M. Saffman, T. G. Walker, and K. Mglmer, Quantum information with rydberg
atoms, 2009, arXiv.org:0909.4777.

Dauxois T., Fermi, pasta, ulam and a mysterious lady, Physics Today 61 (2008),
55-57.

V. L. Talanov, Focusing of light in cubic media, JETP Letters 11 (1970), 199-201.
S. Tanveer, Singularities in water waves and Rayleigh-Taylor instability, Proc. R.
Soc. Lond. A 435 (1991), 137-158.

, Singularities in the classical Rayleigh-Taylor flow: formation and subse-
quent motion, Proc. R. Soc. Lond. A 441 (1993), 501-525.

, Some analytical properties of solutions to a two-dimensional steadily
translating bubble, Proc. Roy. Soc. A 452 (1996), 1397-1410.

E.C. Titchmarsh, Introduction to the theory of Fourier integrals. Second Edition,
Clarendon Press, 1948.

K. S. Turitsyn, L. Lai, and W. W. Zhang, Asymmetric disconnection of an under-
water air bubble: Persistent neck vibrations evolve into a smooth contact, Phys.
Rev. Lett. 103 (2009), 124501.

S. K. Turitsyn, Spatial dispersion of nonlinearity and stability of multidimensional
solitons, Theor. Math. Phys. 64 (1985), 797-801.

G. E. Volovik, On the Kelvin-Helmholtz Instability in Superfluids, JETP Letters
75 (2002), 418-422.

, The universe in a helium droplet, Oxford University Press, Oxford, 2003.
, Superfluids in rotation: Landau-Lifshitz vortex sheets vs Onsager-
Feynman vortices, Uspekhi Fizicheskikh Nauk 185 (2015), 970-979.

S. N. Vlasov, V. A. Petrishchev, and V. 1. Talanov, Averaged description of wave
beams in linear and monlinear media, Izv. Vys. Uchebn. Zaved. Radiofizika 14
(1971), 1353.

A. Weinstein, The local structure of Poisson manifolds, J. Differential Geometry
18 (1983), 523-557.

Jon Wilkening, Breakdown of Self-Similarity at the Crests of Large-Amplitude
Standing Water Waves, Phys. Rev. Lett. 107 (2011), 184501.

S. Yi and L. You, Trapped atomic condensates with anisotropic interactions, Phys.
Rev. A 61 (2000), no. 4, 041604(R).




[Zak68]

[ZakT72]
[ZD12]

[ZDPO06)

[ZDV02]

[ZF71]

[ZK65]
[ZK74]
[ZK86]
[ZK97]

[ZK14a)

[ZK14b)

[ZK18]

[ZLF92]

[ZMR85]

[ZR72]

(ZS72]

[Zub00]
[Zub02]

[Zub08al

[Zub08b]

[2206]

[2208]

BIBLIOGRAPHY 349

Vladimir E. Zakharov, Stability of periodic waves of finite amplitude on a surface,
J. Appl. Mech. Tech. Phys. 9 (1968), no. 2, 190-194.
V. E. Zakharov, Collapse of langmuir waves, Sov. Phys. JETP 35 (1972), 908.
Vladimir E. Zakharov and Alexander I. Dyachenko, Free-surface hydrodynamics in
the conformal variables.
V. E. Zakharov, A. I. Dyachenko, and A. O. Prokofiev, Freak waves as monlin-
ear stage of Stokes wave modulation instability, European Journal of Mechanics
B/Fluids 25 (2006), 677-692.
Vladimir E. Zakharov, Alexander 1. Dyachenko, and Oleg A. Vasiliev, New method
for numerical simulation of nonstationary potential flow of incompressible fluid
with a free surface, European Journal of Mechanics B/Fluids 21 (2002), 283-291.
V. E. Zakharov and L. D. Faddeev, Korteweg-de Vries equation: A completely
integrable Hamiltonian system, Functional Analysis and Its Applications 5 (1971),
280-287.
N. J. Zabusky and M. D. Kruskal, Interaction of ”solitons” in a collisionless plasma
and the recurrence of initial states, Phys. Rev. Lett. 15 (1965), 240-243.
V. E. Zakharov and E. A. Kuznetsov, 3-dimensional solitons, Zh. Eksp. Teor. Fiz.
66 (1974), 594-597.
, Quasiclassical theory of three-dimensional wave collapse, Zh. Eksp. Teor.
Fiz. 91 (1986), 1310-1324.
, Hamiltonian formalism for nonlinear waves, Uspekhi Fiz. Nauk 167
(1997), 1137-1167.
N. M. Zubarev and E. A. Kochurin, Interaction of Strongly Nonlinear Waves on
the Free Surface of a Dielectric Liquid in a Horizontal Electric Field, JETP Letters
99 (2014), 627-631.
N M Zubarev and E A Kuznetsov, Singularity Formation on a Fluid Interface
During the Kelvin-Helmholtz Instability Development, J. Exp. Theor. Phys. 119
(2014), 169-178.
N. M. Zubarev and E. A. Karabut, Ezact Local Solutions for the Formation of
Singularities on the Free Surface of an Ideal Fluid, JETP Letters 107 (2018),
412-417.
Vladimir E. Zakharov, Victor S. Lvov, and Grisha Falkovich, Kolmogorov spectra
of turbulence i, Springer-Verlag, Berlin, 1992.
V. E. Zakharov, S. L. Musher, and A. M. Rubenchik, Hamiltonian approach to the
description of non-linear plasma phenomena, Physics Reports 129 (1985), 285—
366.
V. E. Zakharov and A. M. Rubenchik, Nonlinear interaction of high-frequency and
low-frequency waves, J. Appl. Mech. and Tech. Phys. 13(5) (1972), 669-681.
V. E. Zakharov and A. B. Shabat, Ezact theory of 2-dimensional sef-focusing and
one-dimensional self-modulation of waves in nonlinear media, Sov. Phys. JETP
34 (1972), 62.
N M Zubarev, Charged-surface instability development in liquid helium: An exact
solution, JETP Lett. 71 (2000), 367-369.
, Exact solutions of the equations of motion of liquid helium with a charged
free surface, J. Exp. Theor. Phys. 94 (2002), 534-544.
N. M. Zubarev, Formation of Singularities on the Charged Surface of a Liquid-
Helium Layer with a Finite Depth, Journal of Experimental and Theoretical
Physics 107 (2008), 668-678.
N M Zubarev, Formation of singularities on the charged surface of a liquid-helium
layer with a finite depth, J. Exp. Theor. Phys. 107 (2008), 668-678.
N. M. Zubarev and O. V. Zubareva, Nondispersive propagation of waves with finite
amplitudes on the surface of a dielectric liquid in a tangential electric field, Tech.
Phys. Lett. 32 (2006), 886-888.

, Stability of nonlinear waves on the ideal liquid surface in a tangential
electric field, Tech. Phys. Lett. 34 (2008), 535-537.







Index

Pokhozhaev’s identities, 228
spatial-temporal envelope, 51

anomalous dispersion, 67
anti-Stokes wave, 79
attenuation coefficient, 91
averaging method, 30

backscattering, 109
barotropic fluid, 56
Brillouin scattering, 105

Casimirs invariants, 43
Clebsch representation, 151
Clebsch variables, 151

complex velocity potential, 132
cosymplectic operator, 42
Coulomb gauge, 68

decay dispersion law, 96

decay instability, 81

decay instability of a monochromatic wave,
78

Deep fluid limit, 126

defocusing nonlinear Schrédinger equation,
67

defocusing nonlinearity, 103

Dirac delta function, 337

Dirac delta function (distribution), 60, 337

dispersion law, 60

dispersion law of surface gravity waves, 126

dispersion relation, 47

dispersion relation for dielectric medium, 65

electrostriction, 107

enthalpy, 57

Eulerian description of hydrodynamics, 149
extended canonical transformation, 9

Fermi-Pasta-Ulam-Tsingou recurrence, 38
first-order perturbation theory, 28

focusing nonlinear Schrédinger equation, 67
focusing nonlinearity, 103

forward Brillouin scattering, 106

Fourier transform, 336

frequency detuning, 31, 81

Gaussian beam, 54

Gaussian integrals, 341
Gaussian linear wave, 53
generating function, 9

group velocity, 49

group velocity dispersion, 50, 65

Heaviside step function, 64, 338

Hermite-Gaussian modes, 54

hyperbolic nonlinear Schrédinger equation,
67

hysteresis, 34

integral of motion, 6

interaction constant, 29
interaction Hamiltonian, 77, 106
inverse scattering transform, 86
involution, 6

KdV, 40
kinetic energy, 4
Korteweg—de Vries equation, 40

Lagrangian description of hydrodynamics,
149
long wavelength limit, 38

Mandelstam-Brillouin scattering, 105
Manley—Rowe relations, 87

material derivative, 150

matrix elements, 73

modulational instability, 104
monochromatic wave, 48, 49

natural form of the Lagrangian equations,
17

non-decay dispersion law, 96

nonlinear frequency shift, 29

nonlinear Schrédinger equation, 102

normal dispersion, 67

normal mode, 19

parametric instability, 37
phase velocity, 48, 65



352 INDEX

phonons, 22

plane wave, 48

potential energy, 4
potential flow of fluid, 56
pump wave, 78

quasi-monochromatic wave, 48, 49
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