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Residual bulk viscosity of a disordered two-dimensional electron gas
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Nonzero bulk viscosity signals breaking of the scale invariance. We demonstrate that disorder in a two-
dimensional noninteracting electron gas in a perpendicular magnetic field results in nonzero disorder-averaged
bulk viscosity. We derive an analytic expression for the bulk viscosity within the self-consistent Born approxi-
mation. This residual bulk viscosity provides the lower bound for the bulk viscosity of 2D interacting electrons
at low enough temperatures.
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I. INTRODUCTION

Hydrodynamic description of a viscous electron flow has a
long history [1]. Progress in this field was detained by a lack
of experiments (see, however, Ref. [2]). After experimental re-
alization of graphene, there was a revival in theoretical [3–13]
and experimental [14–24] research on the hydrodynamic de-
scription of an electron transport in two spatial dimensions.

In the presence of the rotational symmetry, the viscosity
tensor of a two-dimensional (2D) system can be parametrized
by three parameters only:

η jk,ls = (ζ − ηs)δ jkδls + ηs(δ jlδks + δ jsδkl )

+ (ηH/2)(ε jlδks + ε jsδkl + εklδ js + εksδ jl ). (1)

Here ζ stands for the bulk viscosity. The shear viscosity is
denoted as ηs. The second line of Eq. (1) appears if the
time-reversal symmetry is broken, e.g., by a perpendicular
magnetic field B. Similar to the Hall conductivity, the Hall
viscosity, ηH , describes the nondissipative part of the viscosity
tensor. We mention that the existence of the Hall viscosity
was well appreciated a long time ago in the field of high-
temperature magnetized plasma [25–29].

Although it is frequently said that viscosity exists only in
the context of hydrodynamics, in fact, it has an implication
on its own: as a linear response that characterizes a change
of the stress tensor under time-dependent deformations [30].
In electron systems, microscopic calculation of the viscosity
tensor has been traditionally performed for the shear and Hall
components only [30–45]. The latter attracted much inter-
est due to its relation to the geometrical response [32–38]
and quantization for translationally and rotationally invariant
gapped quantum systems [36].

It is well-known that for a monoatomic gas, the Boltzmann
kinetic equation predicts zero value for the bulk viscosity
[46,47]. Zero bulk viscosity implies that the system is scale in-
variant and can expand isotropically without dissipation. One
more example of such a system is the unitary Fermi gas [48].
However, generically, interaction breaks scale invariance and
results in nonzero bulk viscosity. The canonical example is the

Fermi liquid with nonzero albeit small bulk viscosity [49,50].
Recently, breaking of scale invariance has been extensively
studied in the context of strongly interacting Fermi gas, both
theoretically [51–57] and experimentally [58–60], as well as
in quantum chromodynamics [61–64].

Typically, a condensed-matter electron system contains a
quenched disorder. The presence of a random potential in the
Hamiltonian inevitably breaks the scale invariance. Therefore,
one may expect a nonzero value of the bulk viscosity even in
the absence of electron-electron interactions.

In this paper, to unravel this issue, we consider a 2D nonin-
teracting electron gas in the presence of a perpendicular static
magnetic field and a random potential. Based on the Kubo
formula for the bulk viscosity we demonstrate explicitly how
a nonzero magnitude of the disorder-averaged bulk viscosity
appears due to the presence of a random potential in the
Hamiltonian. We find that the real part of the bulk viscos-
ity as a function of frequency contains two contributions:
(i) a delta-function peak with a weight which is determined
by such thermodynamic quantities as pressure and isentropic
compressibility and (ii) a smooth part depending on the total
elastic scattering time τ0. Within the self-consistent Born ap-
proximation (SCBA), we derive an expression for the smooth
contribution to the real part of the bulk viscosity at a finite
frequency. In the absence of the magnetic field, it acquires a
remarkably simple form for all frequencies, ω, and tempera-
tures, T , much smaller than the chemical potential, μ:

Reζ (ω) = h̄2ν0/(2τ0), h̄|ω|, kBT �μ. (2)

Here ν0 denotes the density of states at the Fermi level. We
emphasize that Reζ (ω) is proportional to the elastic scatter-
ing rate in contrast to the shear viscosity which, as in other
standard transport quantities, is proportional to the elastic
scattering time. The result Eq. (2) indicates that to derive
nonzero bulk viscosity within the kinetic equation approach,
one needs to take into account higher order corrections due
to impurity scattering (see discussion in Sec. VI). The results
reported in this paper together with the results of Ref. [42]

2469-9950/2021/103(23)/235305(9) 235305-1 ©2021 American Physical Society

https://orcid.org/0000-0002-6097-7521
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevB.103.235305&domain=pdf&date_stamp=2021-06-04
https://doi.org/10.1103/PhysRevB.103.235305


V. A. ZAKHAROV AND I. S. BURMISTROV PHYSICAL REVIEW B 103, 235305 (2021)

provide the full answer for the viscosity tensor of 2D noninter-
acting electrons subjected to a perpendicular magnetic field.

The outline of the paper is as follows. In Sec. II, we for-
mulate the problem and write down the Kubo-type expression
for the bulk viscosity in which the delta-function peak at zero
frequency is singled out. The weight of the delta-function
peak is analyzed in Sec. III. In Sec. IV, the SCBA is reviewed.
We present calculations of the bulk viscosity within SCBA
in Sec. V. We end the paper with summary and conclusions
(Sec. VI). Some details of calculations are given in the Ap-
pendix. Throughout the paper, we use the units in which
h̄ = kB = c = 1.

II. FORMALISM

A 2D electron gas in the presence of an external static
perpendicular magnetic field B and a random potential V (r)
is described by the following Hamiltonian:

H = (−i∇ − eA)2/(2me) + V (r). (3)

Here me denotes the electron mass. The vector potential A(r)
corresponds to the static magnetic field B, ∇ × A = Bez. We
shall work in the Landau gauge: Ay = Bx and Ax = Az = 0.
We assume the Gaussian distribution for a random potential
with zero mean and characterized by the pair correlation func-
tion V (r)V (r′) = W (|r − r′|). The function W (r) is assumed
to decay at a typical length scale dW . The magnetic field B is
assumed to be strong enough to polarize the electron spins.

In the microscopic theory, the disorder-averaged viscos-
ity tensor can be computed from the Kubo formula (see
Eqs. (3.4), (3.11), and (3.14) of Ref. [30]):

η jk,ls(ω)= δ jkδls

iω+ (κ−1−P)−
∫

dε fε
πAω+ Tr[Tjk, Jls]ImGR

ε

+
∫

dεd�

π2A
( fε − fε+�)

i(� − ω+)ω+ TrTjkImGR
ε+�TlsImGR

ε .

(4)

Here P stands for the internal pressure of the electron gas,
κ−1 denotes the inverse isentropic compressibility at constant
particle number, A is the system area, and ω+ = ω + i0. The
retarded Green’s function is defined in a standard way, GR

ε =
1/(ε − H + i0); fε = 1/[1 + exp ((ε − μ)/T )] denotes the
Fermi distribution function with the chemical potential μ and
temperature T . The stress tensor operator Tjk = me(v jvk +
vkv j )/2 is not affected by the presence of a random potential.
Here v = (−i∇ − eA)/me is the velocity operator [30,42].
The strain generator operator Jjk is related with the stress
tensor operator as Tjk = −i[H, Jjk]. We note that contrary to
the stress tensor operator, the expression for Jjk is sensitive
to the presence of a random potential. Disorder averaging in
Eq. (4) is denoted by an overbar.

Bulk viscosity ζ can be derived from the viscosity tensor
by tracing the spatial indices, ζ = η j j,ll/d2, where d = 2 is
the spatial dimension. Using Eq. (4), we find

ζ (ω) = κ−1 − P − X

iω+ +
∫

dεd�

(πd )2A
( fε − fε+�)

i(� − ω+)ω+

× TrTImGR
ε+�TImGR

ε , (5)

where T = Tj j and the frequency independent quantity X is
defined as

X = i
∫

dε fε
πd2ATr[T, J]ImGR

ε . (6)

Here we introduce J = Jj j . Using the relation T =
2(H − V ), we can rewrite Eq. (5) as follows:

ζ (ω) = κ−1 − P − X

iω+ + 4
∫

dεd�

(πd )2A
( fε − fε+�)

i(� − ω+)ω+

× TrV ImGR
ε+�V ImGR

ε . (7)

It is worthwhile to emphasize that the last term on the right-
hand side of the above expression represents the many-body
two-point correlation function of a random potential. Thus,
the structure of Eq. (7) resembles the structure of the Kubo
formula for the interacting clean Fermi gas (see Ref. [65] and
references therein). In our case, a random potential plays the
role of the contact operator [66–68].

The expression Eq. (7) suggests the following sum rule for
the disorder averaged bulk viscosity:∫ ∞

−∞

dω

π
ζ (ω) = P + X − κ−1. (8)

This expression is analogous to the sum rule found for the
interacting clean Fermi gas [51,65].

Using Eq. (7), we obtain the following Kubo formula for
the real part of the bulk viscosity:

Reζ (ω) = 4

d2

∫
dε

πA
fε − fε+ω

ω
TrV ImGR

ε+ωV ImGR
ε

+πDδ(ω), (9)

where the weight of the delta-function peak at ω = 0 is given
as

D = P + X − κ−1 − Re
4

d2

∫
dεd�

π2A
fε − fε+�

� − i0

× TrV ImGR
ε+�V ImGR

ε . (10)

We emphasize that the appearance of a random potential V
as vertices in Eq. (9) reflects the fact that the bulk viscosity
vanishes in the clean case.

III. THE WEIGHT OF THE ZERO FREQUENCY
DELTA-FUNCTION PEAK

The expression for the weight Eq. (10) involves the internal
pressure which is proportional to the average value of the trace
of the stress tensor, P = 〈T〉/(dA). We note that the presence
of a random potential affects the standard relation for a Fermi
gas between the internal pressure and the energy,

P = 〈T〉/(dA) = −
∫

dε

πdA fεTrTImGR
ε

= 2

d
E + 2

d

∫
dε

πA fεTrV ImGR
ε , (11)

where we used the relation T = 2(H − V ). Here E =∫
dεν(ε)ε fε denotes the energy density where ν(ε) stands for

the disorder-averaged density of states. We mention that the
relation Eq. (11) is analogous to Tan’s relation for the pressure
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of an interacting Fermi gas [68]. In our case, the random
potential plays the role of the contact operator.

Next, using the relation [T, J] = 2iT [69], we obtain

X = 2

d
P. (12)

Interestingly, this relation is not affected by the presence of a
random potential.

Using Eq. (12), we rewrite the expression Eq. (10) for the
weight as

D = 2 + d

d
P − κ−1 − 4

d2

∑
a �=b

fEa − fEb

Ea − Eb
|〈a|V |b〉|2. (13)

Here Ea and |a〉 denote the exact eigenenergies and eigenstates
for the Hamiltonian H , H |a〉 = Ea|a〉. We note that the above
expression for weight D explicitly involves a random poten-
tial. With the help of Eq. (12), the sum rule Eq. (8) can be
rewritten as ∫ ∞

−∞

dω

π
ζ (ω) = 2 + d

d
P − κ−1. (14)

We note that the right-hand side of Eq. (14) is purely real
and depends on the thermodynamic quantities only .

In the absence of the magnetic field and disorder,
the inverse isentropic compressibility is defined as κ−1 =
−A(∂P/∂A)sA,neA, where s and ne denote the entropy and
electron densities, respectively. Using the thermodynamic re-
lation T s = E + P − μne, we find that a variation of the area
δA under conditions sA = const and neA = const results in
the following variation of the energy density: δE = −(E +
P)δA/A. Also, a variation of the area leads to the variation
of the electron density, δne = −neδA/A. Hence, we obtain
[65]

κ−1 = (E + P)

(
∂P

∂E

)
ne

+ ne

(
∂P

∂ne

)
E
. (15)

We note that κ−1 is related with the sound velocity, cs =
1/

√
κmene. In the absence of the disorder, V = 0, and the

magnetic field, B = 0, the energy density and the pressure
of the ideal Fermi gas are related as P = 2E/d [70]. This
relation implies that the pressure is fixed if the energy density
is fixed, i.e., (∂P/∂ne)E ≡ 0. Then, from Eq. (15), we find
κ−1 = (d + 2)P/d . As a result, we obtain that the weight
of the delta-function peak is zero, D = 0. Therefore, Eq. (7)
implies that the bulk viscosity vanishes identically, ζ (ω) = 0,
for the ideal Fermi gas in agreement with its scale invariance.

For clean 2D electron gas in the presence of a magnetic
field, Eq. (13) simplifies to

D = 2P − κ−1. (16)

In that case, internal pressure differs from ordinary
thermodynamic pressure on the contribution associated
with the action of the Lorentz force on the edge cur-
rent and expressed as P = −(∂ (EA)/∂A)sA,neA,B − mB ≡
−(∂ (EA)/∂A)sA,neA,BA, where m stands for the mag-
netization density [71]. Isentropic compressibility κ−1 =
−A(∂P/∂A)sA,neA,BA is defined at the constant particle num-
ber and the magnetic flux.

Using the thermodynamic relation T s = E + P + mB −
μne, we find that a variation of the area δA under conditions
sA = const, neA = const, and BA = const results in the fol-
lowing variation of the energy density: δE = −(E + P)δA/A.
Also, a variation of the area yields the variations of the
electron density, δne = −neδA/A, and the magnetic field,
δB = −BδA/A. Hence, we obtain

κ−1 = (E + P)

(
∂P

∂E

)
ne,B

+ ne

(
∂P

∂ne

)
E,B

+ B

(
∂P

∂B

)
E,ne

.

(17)

Again, in the absence of a random potential, the weight of
the delta-function peak vanishes. It is easy to check this state-
ment at zero temperature. Then, for N-filled Landau levels
(LLs), we find P = E = mω2

c N2/(4π ) and κ−1 = 2E . Hence
Eq. (16) leads to D = 0.

IV. SELF-CONSISTENT BORN APPROXIMATION

To take into account a random potential, we employ the
SCBA [72]. This approximation is justified under the follow-
ing conditions [73–75]:

1/kF , dW �lB, dW �vF τ0. (18)

Here lB = 1/
√

eB stands for the magnetic length and kF =
mevF stands for the Fermi momentum with the Fermi velocity
denoted as vF . The total elastic relaxation time, τ0, in the
absence of the magnetic field is defined by the following
relation:

1

τn
= ν0

∫ 2π

0

dφ

2π
W̃ (2kF sin(φ/2)) cos(nφ), n = 0, 1, 2, . . . .

(19)
Here W̃ (q) stands for the Fourier transform of W (r). We note
that the condition kF lB	1 is equivalent to the condition N	1,
where N is the number of filled LLs.

Within the SCBA, the physical quantities of interest are
usually fully expressed in terms of the disorder averaged
retarded Green’s function GR

ε . It satisfies the self-consistency
equation, see Fig. 1(a),

GR
n = (

ε − εn − R
ε

)−1
, R

ε = ωc

2πτ0

∑
n

GR
n , (20)

where εn = ωc(n + 1/2) denotes the energy of the nth LL
and R

ε stands for the disorder-averaged self-energy. Here
ωc = eB/me is the cyclotron frequency. The self-consistency
relation Eq. (20) can be solved analytically for R

ε in two
limiting cases [72]. In the regime of a weak magnetic field,
ωcτ0�1, when LLs overlap, one can perform summation over
LL index n with the help of the Poisson formula and find [72]

R
ε = − i

2τ0
(1 − 2δe2π iε/ωc ), (21)

where δ = exp(−π/ωcτ0)�1 is the Dingle parameter. In the
opposite case of well-separated LLs, ωcτ0	1, one can restrict
the summation over LL index n in Eq. (20) to n = N only,
where εN is the closest LL energy to the energy of interest:
|ε − εN | < ωc/2. Then one obtains [72]

R
ε = 1

2 (ε − εN − i
√

�2 − (ε − εN )2). (22)
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FIG. 1. Diagrams used in SCBA. (a) The self-energy diagram.
(b), (c) Diagrams corresponding to the bulk viscosity within SCBA.
Bold solid lines denote the disorder-averaged Green’s function Gε ,
dashed lines stand for the pair correlation function W (r).

Here the LL broadening is controlled by the energy scale � =√
2ωc/(πτ0). The disorder-averaged density of states can be

expressed in terms of the disorder-averaged Green’s function
as

νε = − 1

2π2l2
B

∑
n

ImGR
n (ε) = −2τ0ν0ImR

ε . (23)

Using Eqs. (21) and (22), we find the disorder-averaged den-
sity of states [72]:

νε = ν0

{
1 − 2δ cos(2πε/ωc), ωcτ0 � 1

τ0
∑

n Re
√

�2 − (ε − εn)2, ωcτ0 	 1.
(24)

V. BULK VISCOSITY WITHIN SCBA

The bulk viscosity at nonzero frequency, ω �= 0, is given by
the first term on the right-hand side of Eq. (9). We assume that
frequency and temperature are much smaller than the chem-
ical potential, |ω|, T �μ. Under this assumption, the integral
over energy ε is dominated by the vicinity of the chemical
potential. The unusual feature of the Kubo formula for the real
part of the bulk viscosity, Eq. (9), is that vertex is a random
potential. The diagrams contributing to Reζ (ω) within SCBA
are shown in Figs. 1(b) and 1(c).

We start from computation of the diagram of Fig. 1(b).
Using Eq. (20), we can rewrite this contribution as

Reζ (b) =
∫

dε

π

fε − fε+ω

ω

1

2π l2
B

∑
n

ImGR
n (ε)ImR

ε+ω

=
∫

dε
fε − fε+ω

ω

νενε+ω

2τ0ν0
. (25)

We note that the contribution to Reζ from the diagram of
Fig. 1(b) can be expressed solely in terms of the density of
states, νε, computed within SCBA.

In addition to the diagram in Fig. 1(b), within SCBA one
needs to take into account the set of diagrams shown in
Fig. 1(c). They correspond to the impurity ladder insertion
and describe vertex renormalization. As we shall see below,
in spite of the scalar nature of the vertex (a random potential),

the diagrams of Fig. 1(c) provide a significant contribution
to the real part of the bulk viscosity in the case of a strong
magnetic field. Evaluation of the four diagrams in Fig. 1(c)
yields (see Appendix A)

Reζ (c) = ν0

∫
dε

fε − fε+ω

ω
Re

[
(R

ε + A
ε+ω )2

�RA
0 (ω)

1 − �RA
0 (ω)/τ0

− (R
ε + R

ε+ω )2
�RR

0 (ω)

1 − �RR
0 (ω)/τ0

]
. (26)

Here the polarization operator,

�RA
0 (ω) = ωc

2π

∑
n

GR
n (ε + ω)GA

n (ε) = τ0(A
ε − R

ε+ω )

ω + A
ε − R

ε+ω

,

(27)
provides the contribution to the bubble without the impurity
ladder insertion. The expression for �RR

0 (ω) can be obtained
from Eq. (27) by changing superscript A to R. Combining con-
tributions Eqs. (25) and (26), we find the following expression
for the disorder–averaged bulk viscosity of a 2D electron gas:

Reζ (ω) =
∫

dε
fε − fε+ω

ω

νενε+ω

τ0ν0
Re

[
1

2
− R

ε+ω − R
ε

ω

− ν2
ε+ω − ν2

ε

ωνενε+ω

(
R

ε+ω + R
ε

)]
. (28)

We emphasize that the above expression involves not only
the density of states, νε, computed within SCBA but also
the real part of the SCBA self-energy. In the limit of zero
frequency, the expression Eq. (28) becomes

Reζ (ω→0) =
∫

dε

2τ0ν0

(− f ′
ε

)
ν2

ε

[
1 − 2

∂ε

(
ν4

ε ReR
ε

)
ν4

ε

]
. (29)

In the absence of a magnetic field, the density of states and
self-energies are independent of energy. Therefore, Eq. (28)
transforms into the remarkably simple result Eq. (2). It is in-
structive to compare the bulk viscosity and the shear viscosity
in the absence of magnetic field [31] and in the limit of zero
frequency,

Reζ (ω→0)

ηs
= 1

μ2τtr,2τ0
�1, (30)

where 1/τtr,2 = 1/τ0 − 1/τ2 denotes the inverse second trans-
port time.

In the case of a weak magnetic field, ωcτ0�1, the general
expression Eq. (28) can be drastically simplified. To the first
order in the Dingle parameter δ, we find

Reζ (ω) = ν0

2τ0

[
1 − 4δ

sin �

ω

(
1 − 2π

ωcτ0

tan(�/2)

�

)

×FT cos
2πμ

ωc

]
. (31)

Here FT = (2π2T/ωc)/ sinh(2π2T/ωc) and � = 2πω/ωc

describe the temperature and frequency dependence of the
Shubnikov–de Haas-type oscillations of the bulk viscosity,
respectively. The real part of the bulk viscosity as a function of
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FIG. 2. The real part of the bulk viscosity in the regimes of strong [ωcτ0 = 100, panels (a) and (b)] and weak [ωcτ0 = 0.8, panels (c) and
(d)] magnetic fields at zero (solid curves) and at finite (dashed curves) temperature. The dependence of Reζ on frequency is shown on panels
(a) and (c). Thin black dashed line at panel (a) corresponds to the value of the bulk viscosity at the ω = kωc for well-separated Landau levels,
cf. Eq. (38). Panels (b) and (d) show Reζ (ω → 0) as a function of the chemical potential for strong and weak magnetic fields. Thin black
dashed line at panel (b) corresponds to the limiting value of Reζ (ω → 0) at T = 0 in the strong magnetic field for μ = εN ± �, cf. Eq. (32).

the frequency and the chemical potential in the case of a weak
magnetic field is shown in Figs. 2(c) and 2(d). We mention
that the amplitude of oscillations of Reζ (ω) decays with the
frequency as ∼ω−1, while at zero frequency the amplitude of
oscillations of Reζ with the chemical potential is indepen-
dent of μ. At zero temperature, this amplitude is enhanced
by the factor ∼1/(ωcτ0) in comparison with oscillations of
the density of states. Therefore, the Shubnikov–de Haas-type
oscillations in the bulk viscosity are stronger than in the lon-
gitudinal conductivity [75,76] and the shear viscosity [42].
Finite temperature suppresses the amplitude of oscillations of
ζ with frequency and the chemical potential, see Fig. 2.

Now we consider the case of a strong magnetic field,
ωcτ0	1, in which LLs are well separated. Then, in the limit
of zero frequency, the general result Eq. (29) can be reduced
to the following expression:

Reζ (ω→0) = 2

π2l2
B�2

[
(μ − εN )2 + π2T 2

3

]
(32)

for T, |μ − εN |�� and

Reζ (ω→0) = �

3π2l2
BT

[
1 − 3�2 + 5(μ − εN )2

20T 2

]
(33)

for |μ − εN |, ��T �ωc. For large deviations of the chemical
potential from the center of the LL, we find the zero-frequency
bulk viscosity as

Reζ (ω→0) = 2e−(μ−εN )/T

π2l2
B

{
e�/T , T � μ − εN − �

2�
3T , � � T � μ − εN .

(34)

The above results are a bit counterintuitive. At T = 0, the
real part of the bulk viscosity vanishes when the chemical
potential is at the center of the N th LL. With deviation of μ

from the center of the LL, Reζ (ω → 0) increases and reaches
the magnitude 2/(π lB)2 at the boundary of the disorder-
broadened LL. This dependence on chemical potential is
shown in Fig. 2(b). Such unusual behavior of the real part
of the bulk viscosity occurs since it is proportional to the
derivative of the density of states with respect to the energy. At
nonzero T , a finite region of energies close to the chemical po-
tential, |ε − μ| � T , contributes to the integral over energies.
Therefore, the bulk viscosity increases with rising temperature
if μ lies near the center of the LL and decreases if the chemical
potential is situated near the band edge.

The maximum value of Reζ (ω → 0) is the factor
N2τ0/τtr,2 smaller than the maximal value of the shear vis-
cosity and the factor N2 smaller than the maximal value of the
Hall viscosity [42].

The result Eq. (28) suggests that the bulk viscosity os-
cillates as a function of frequency with the period ωc.
Near harmonics of the cyclotron resonance, |ω − kωc| =
|�ω|�ωc, k = 1, 2, . . . , Eq. (28) transforms into the follow-
ing expression:

Reζ (ω) ≈
∫

dε
fε − fε+kωc+�ω

kωc

νενε+�ω

2τ0ν0
. (35)

We note that at frequencies ω � ωc one can neglect the terms
with the self-energy on the right-hand side of Eq. (28).

At zero temperature, T = 0, and under the assumption that
k is much smaller than the number of filled LLs, N , we obtain
that the bulk viscosity near the kth harmonics of the cyclotron
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resonance, k = 1, 2, . . . , is given by

Reζ (ω) = ��(2� − |�ω|)
2π2l2

Bωc

[
F1

( |�ω|
�

)
+ sgn(�ω)

k

�(� − |μ − εN |)F2

( |�ω|
�

,
μ − εN

�

)]
. (36)

Here �(x) stands for the Heaviside theta function and
sgn(�ω) at �ω = 0 is equal to zero. The functions F1,2 are
defined as (0 � x < 2, 0 � |y| � 1):

F1(x) =
∫ 1−x

−1
dt

√
1 − t2

√
1 − (t + x)2,

F2(x, y) =
∫ min{y,1−x}

max{y−x,−1}
dt

√
1 − t2

√
1 − (t + x)2. (37)

We mention that this result suggests that the magnitude of the
bulk viscosity at the harmonics of the cyclotron resonance
is independent of the harmonics number k and the chemical
potential:

Reζ (ω = kωc) = 2�

3π2l2
Bωc

, k = 1, 2, . . . . (38)

As one can see, the magnitude of the bulk viscosity at the
harmonics of the cyclotron resonance are the factor �/ωc

smaller than the maximal value of the bulk viscosity at small
frequencies, |ω|��. Dependence of Reζ on frequency ω is
shown on Fig. 2(a). We note that the bulk viscosity decays
relatively fast with detuning from the cyclotron resonance
harmonics.

The effect of nonzero temperature on the bulk viscosity
at finite frequency can be described as follows: Temperature
enters the factor ( fε − fε+ω )/ω in the final expression for the
bulk viscosity, see Eq. (28). Adjustments of this weight func-
tion are considerable only if ε − μ = O(T ) or ε + ω − μ =
O(T ). Hence, at large frequencies, ω	T , the change of the
weight function due to nonzero temperature is important for
a small part of the energy integration region. Therefore, at
ω	T , the temperature does not significantly affect the bulk
viscosity. At low but still nonzero frequencies, the temperature
effects are more significant.

VI. SUMMARY AND CONCLUSIONS

To summarize, we have developed the theory of the
disorder-averaged bulk viscosity of the disordered 2D electron
gas in the presence of a perpendicular magnetic field within
the SCBA. We demonstrated that the real part of the bulk
viscosity has two contributions: delta-function peak at zero
frequency, see Eq. (16), and the smooth part, see Eq. (28). The
latter is explicitly computed in the case of weak, see Eq. (31),
and strong magnetic fields, see Eq. (32). Also, we analyzed
the harmonics of the cyclotron resonance in the case of strong
magnetic fields, see Eq. (38).

The zero-field result Eq. (2) indicates that the method of
the kinetic equation is not convenient for computation of the
bulk viscosity. This statement is well enough illustrated by
Ref. [50] where the bulk viscosity in the clean Fermi liquid
was derived from the kinetic equation. One more example

is calculations of the bulk viscosity of the clean interacting
Fermi gas near the unitary limit within the kinetic equation
approach [55,56,65]. However, it is worthwhile to explain
for a reader how the kinetic equation can lead to the bulk
viscosity which is proportional to the scattering rate, 1/τ0,
but not to the scattering time (as standard dissipative coeffi-
cients, e.g., the dissipative conductivity, the shear viscosity,
etc.). We start from expansion of the left-hand side of the
kinetic equation into formal series in 1/τ0. Such an expansion
can be symbolically written as L0(n(0)

q + δnq) + L1n(0)
q + · · · .

Here n(0)
q denotes the equilibrium distribution function and δnq

stands for the out-of-equilibrium perturbation of the distri-
bution function induced by a bulk flow of the electron gas.
The operator L0 coincides with the operator in the kinetic
equation for the clean noninteracting electron gas [46]. As
a consequence, it vanishes acting on both n(0)

q and δnq. The
operator L1 appears due to renormalization of the electron
spectrum by scattering off a random potential, i.e., in other
words, due to ReR

ε . Therefore, the term L1n(0)
q is propor-

tional to 1/τ0. Since the collision integral is also proportional
to δnq/τ0, we find that the kinetic equation yields δnq ∝
(1/τ0)0. This should be contrasted with a standard situation
for which δnq ∝ L0n(0)

q (1/τ0)−1. Next, the bulk viscosity can
be computed as ζ ∝ ∫

d2q Cqδnq [50,55,56]. However, the
function Cq becomes nonzero only due the renormalization
of the electron spectrum by scattering off a random potential,
i.e., Cq ∝ 1/τ0 (see similar cancellation for clean interacting
problem [55,56]). Again, remember that in a standard case
Cq is independent of τ0. Combining the estimates for δnq and
Cq, we find that the kinetic equation results in ζ ∝ 1/τ0. We
emphasize that an actual computation of L1 and Cq, especially,
in the presence of a magnetic field is a much more complicated
task than the diagrammatic approach developed in this paper.

We mention that the viscosity tensor affects the spectrum of
bulk and edge magnetoplasmons [77]. Our result for the bulk
viscosity in a weak magnetic field implies that the contribution
to the magnetoplasmon spectrum due to the bulk viscosity can
be neglected for wave vectors q�kF in comparison with the
contribution due to the shear viscosity.

It is instructive to estimate the magnitude of the bulk
viscosity at zero magnetic field for a typical 2D electron
gas in GaAs. In the absence of magnetic field, the bulk
viscosity at T = 0 is given as ζ = ν0/2τ0 = e/(4πμu) ≈
10−18 g/s, where we used the value of the mobility μu ≈
5×104 cm−2/(V×s). For example, one may compare the
above value of ζ with shear viscosity in the similar system
η = h̄2ν0μ

2τ/2 = h̄2n2
e/(4ζ ) [42], using the electron density

ne ≈ 1011 cm2, one may find that η ≈ 10−15 g/s. Subse-
quently, this value may be compared with the value 10−12 g/s
of the shear viscosity of electrons measured in graphene in
the hydrodynamic regime [15]. As one can see, in our regime,
the magnitude of the bulk viscosity is considerably smaller
than the magnitude of the shear viscosity, which, in turn, is
much smaller than typical shear viscosity in the hydrodynamic
regime.

It is worthwhile to compare our result for the bulk viscosity
due to a random potential with the result for the bulk viscosity
in a clean weakly degenerate interacting Fermi gas. The in-
teraction contribution to the bulk viscosity decreases with the
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temperature as a power law, ∝ T 2 (see Ref. [50] for the three-
dimensional Fermi liquid). This implies that the contribution
to the bulk viscosity due to disorder dominates at low enough
temperatures. Therefore, we expect that our results provide the
lower bound for the residual bulk viscosity in 2D interacting
disordered electron system at low temperatures.

The bulk viscosity can be estimated from measurements in
interacting Fermi gases [58–60]. It is an experimental chal-
lenge to extract the bulk viscosity from experiments in 2D
electron systems. There are two main difficulties for possible
experimental measurement of the bulk viscosity of 2D elec-
trons that we are aware of. The first issue is that a varying
in time deformation should only be applied to the electronic
system while impurities should not be affected. The second
one is to measure experimentally the trace of the stress tensor.
The first issue may be resolved as follows. One possibility is to
use a quantum well in a semiconductor heterostructure with a
δ layer (in which impurities are situated). Then one can apply
a time-dependent deformation only to semiconductor layers in
which 2D electrons are formed. The other possibility is to use
2D electrons in van der Waals heterostructures with impurities
situated in a substrate. Then again one can apply a slow time-
dependent relative deformation δε(t ) = ε sin(2π f t ) to a layer
with 2D electrons only. To deal with the second problem, we
propose the following. To study the bulk viscosity, one needs
to measure the change in trace of the stress tensor due to an
applied time-dependent deformation. Since the trace of the
stress tensor is the internal pressure of the system, one can

relate the change in the stress tensor with the change in the
chemical potential at constant temperature, δP = neδμ, which
can be obtained from the Gibbs-Duhem relation. Then the
time-dependent variation of the chemical potential, δμ(t ) =
(π f ζ ε/ne) cos(2π f t ) can be measured, e.g., by a technique
similar to one reported in Ref. [78]. Using the electron density
ne = 1011 cm−2, frequency f = 1 MHz, and deformation ε =
10−4, we obtain the amplitude of the change in the chemical
potential of the order of 10−11 K.

Finally, we mention that our techniques can be extended to
calculation of the bulk viscosity in a disordered graphene.
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APPENDIX: LADDER CONTRIBUTION
TO THE BULK VISCOSITY

In this Appendix, we present a brief derivation of Eq. (26).
Diagrams corresponding to ζ (c) are shown in Fig. 1(c). We
find

Reζ (c) = 1

πA

∫
dε

fε − fε+ω

ω

[
X (1)

ε,ω + X (2)
ε,ω + X (3)

ε,ω + X (4)
ε,ω

]
. (A1)

Here X (1) stands for the diagram in the upper-left panel in Fig. 1(c), X (2) for the upper-right panel, X (3) for the bottom-left panel,
and X (4) for the bottom-right panel, respectively. Each of the four diagrams Xi consists of three blocks: two self-energies at the
vertices and the diffuson ladder in the middle. This ladder represents an infinite sum of diagrams with the Green’s functions at the
top and bottom, and an arbitrary number of vertical dashed scattering lines. For computation of such diagrams, it is convenient
to rewrite TrV ImGR

ε+ωV ImGR
ε as −(1/4)TrV (GR

ε+ω − GA
ε+ω )V (GR

ε − GA
ε ). After such transformation, each contribution X (i) has

four different terms with a particular combination of Green’s functions. For the first contribution, we obtain

X (1)
ε,ω = −πν0A

2
R

ε R
ε+ω�RR

0 (ω)
∞∑

n=0

(
�RR

0 (ω)

τ0

)n

− πν0A
2

A
ε A

ε+ω�AA
0 (ω)

∞∑
n=0

(
�AA

0 (ω)

τ0

)n

+ πν0A
2

R
ε A

ε+ω�RA
0 (ω)

∞∑
n=0

(
�RA

0 (ω)

τ0

)n

+ πν0A
2

A
ε R

ε+ω�AR
0 (ω)

∞∑
n=0

(
�AR

0 (ω)

τ0

)n

= −πν0A
2

[
R

ε R
ε+ω�RR

0 (ω)

1 − �RR
0 (ω)/τ0

+ A
ε A

ε+ω�AA
0 (ω)

1 − �AA
0 (ω)/τ0

− R
ε A

ε+ω�RA
0 (ω)

1 − �RA
0 (ω)/τ0

− A
ε R

ε+ω�AR
0 (ω)

1 − �AR
0 (ω)/τ0

]
. (A2)

As one can check, X (2)
ε,ω = X (1)

ε,ω. Next, in a similar way, we find

X (3)
ε,ω = −πν0A

2

[ (
R

ε

)2
�RR

0 (ω)

1 − �RR
0 (ω)/τ0

+
(
A

ε

)2
�AA

0 (ω)

1 − �AA
0 (ω)/τ0

−
(
R

ε

)2
�RA

0 (ω)

1 − �RA
0 (ω)/τ0

−
(
A

ε

)2
�AR

0 (ω)

1 − �AR
0 (ω)/τ0

]
(A3)

and

X (4)
ε,ω = −πν0A

2

[(
R

ε+ω

)2
�RR

0 (ω)

1 − �RR
0 (ω)/τ0

+
(
A

ε+ω

)2
�AA

0 (ω)

1 − �AA
0 (ω)/τ0

−
(
A

ε+ω

)2
�RA

0 (ω)

1 − �RA
0 (ω)/τ0

−
(
R

ε+ω

)2
�AR

0 (ω)

1 − �AR
0 (ω)/τ0

]
. (A4)

Combining these four contributions together, one can derive Eq. (26).
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