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Abstract—For the field u(x, t) governed by the Burgers equation with a thermal noise, short-time asymptotics
of multipoint correlators are obtained. Their exponential parts are independent of the correlator number. This
means that they are determined by a single rare fluctuation and exhibit an intermittency phenomenon. © 2002
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Values of various observables in a field system in a
chaotic state undergo fluctuations in space and time. To
describe them, correlation functions of various orders
are usually used; moreover, nonsimultaneous correla-
tors carry more detailed information about the system
than simultaneous ones. The main contribution to the
measured average quantities is made by events of
superposition of weakly correlated signals arriving
from different points in space. Statistical properties of
this kind are exhibited by free fields. For such fields, the
statistics of fluctuations in a thermodynamic equilib-
rium is a Gaussian one; i.e., both the simultaneous and
nonsimultaneous correlation functions reduce to a sum
of products of second-order correlators. However, it is
possible that a set of average quantities of interest is
determined by a rare but large (in natural units) fluctu-
ation that is coherent with respect to space. Such a sit-
uation is referred to as intermittency. Formally, it man-
ifests itself in that the irreducible correlation functions,
which are distinct from zero in any nonlinear system,
become much greater then the reducible parts of total
correlators. A classical example is hydrodynamic tur-
bulence [1, 2]. Here, the magnitude of total correlators
as compared to their reducible parts is characterized by
the Reynolds number Re = l/rd, where l is the scale of
either initial perturbations or external sources of
energy, and rd is the scale at which the energy dissi-
pates.

Intermittency also occurs in fields of another type—
wave functions Ψ of electrons in a random one-dimen-
sional and two-dimensional potential. Indeed, due to
localization effects, all moments of the density |Ψ|2 are
inversely proportional to the volume V; therefore,

Ψ 2n〈 〉  @ Ψ 2〈 〉 n
 at  V ∞
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(see [3, 4]). Here, we face the case when an infinite set
of correlation functions is determined by a single rare
event.

By itself, a large value of fluctuations does not nec-
essarily lead to intermittency. For example, even at the
point of a second-order phase transition, irreducible
and total correlators have the same scale dimension and
are, therefore, of the same order of magnitude [5]. For
this reason, intermittency effects under thermal equilib-
rium had not been discussed in the literature until [6, 7].
In these studies, the statistics of a vortex field in two-
dimensional films was investigated, and it was discov-
ered that nonsimultaneous correlators of various orders
are determined by a single fluctuation evolving in time.
Hence, the correlators are proportional to the small
probability of this fluctuation. However, the reducible
parts of higher order correlators include this probability
to powers greater than unity; as a result, the values of
reducible parts are much less than the values of the total
correlation functions.

In [8], it was shown that similar properties are char-
acteristic of nonsimultaneous correlation functions in
systems whose evolution obeys the one-dimensional
Burgers equation with a thermal noise

(1)

Here, u(x, t) is a function of the spatial coordinate x and
time t, the parameter ν plays the role of viscosity, and
ξ(x, t) is a random short-correlated (in space and time)
force with a zero average satisfying Gaussian statistics.

Equation (1) describes a system of one-dimensional
weak shock waves. In this case, the field u(x, t) is pro-
portional to the speed of the medium with respect to a
reference frame moving at the speed of sound [1, 9].
This equation also appears in the problem on fluctua-
tions of solution–precipitate type interfaces that grow
due to a random inflow of atoms from the solution. In

ut uux νuxx–+ ξ .=
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this case, u = ∂xh, where h is the height of the surface,
and the equation of evolution of the field h(x, t), which
is derived from Eq. (1), is called the (1 + 1)-dimen-
sional Kardar–Parisi–Zhang equation [10]. A problem
of the same type arises in the study of statistics of vor-
tex lines in superconductors with impurities [11]. In
what follows, we will use hydrodynamic terms and call
u(x, t) the velocity field.

We consider the second-order correlator of the ran-
dom force ξ(x, t) in the form

(2)

Then, there exists a time-independent distribution 3[u]
of the field u that has the form of the Gibbs distribution

(3)

Here, 1 is a normalization constant. It is seen from (3)
that the parameter β plays the role of the inverse tem-
perature, so that the statistics of the velocity field at a
given instant of time is also Gaussian with the two-
point average

(4)

corresponding to the zero correlation length.
In this paper, we study the asymptotic behavior of

the correlation functions

(5)

at a small time t and a large distance X. It is assumed
that the viscosity is very small (ν  0). However, it is
crucial for the theory that it be distinct from zero (see
below). It is natural to assume that the influence of the
noise ξ can be neglected at small time intervals t
(below, we consider this assumption in more detail).
Then, averaging is performed over distribution (3) of
the field values u0(x) = u(x, 0). In [8], principal expo-
nential asymptotics terms of correlators (5) were found.
The derivation used the fact that, for ν  0, the
dynamics of the correlation of velocities at spatially
distant points is a Lagrangian transition. Therefore, the
correlator _(X, t) is determined by the probability of an
initial fluctuation u0(x) such that a Lagrangian particle
travels from 0 to the point X in time t. It was shown in
[8] that the optimal profile is linear:

(6)

The exponential asymptotics part of the function _(X,
t) is written as

(7)

ξ x t,( )ξ x1 t1,( )〈 〉 νβ 1– δ'' x x1–( )δ t t1–( ).–=

3 u[ ] 1 ^ u[ ]–{ } ,exp=

^ u[ ] β xu2 x( ).d∫=

u x t,( )u x' t,( )〈 〉 2β( ) 1– δ x x'–( ),=

_ X t,( ) u 0 0,( )u X t,( )〈 〉 ,=

T X Y t, ,( ) u 0 0,( )u Y 0,( )u X t,( )〈 〉 ,=

S X Y ∆ t, , ,( ) u 0 0,( )u Y 0,( )u X t,( )u X ∆ t,+( )〈 〉=

u0* x( ) X x–( )/T , 0 x X ,< <=

u0 x( ) 0, x 0, x X .><=

3 u0*[ ] β X3/3t2–( ).exp=
JOURNAL OF EXPERIMENTAL 
Notice that the same fluctuation “brings” all particles
from the interior of the interval (0, X) to the point x = X
in time t. Then, we conclude that, for ∆ ! X and 0 <
Y < X, we have

(8)

The condition ∆ ! x ensures a small difference of the
optimal profile from the linear profile (6). The asymp-
totics under consideration corresponds to the inequality

and relations (8) are interpreted as intermittency.
In the reasoning above, we assumed that correlation

functions of form (5) tend to a finite limit as ν  0.
This assumption was made in [12]. It was also men-
tioned in that study that there exists only a single
dimensionless combination of the parameters βX3/t2 in
this limit, which is usually formulated in terms of dis-
persion as

The smallness of ν implies the inequality

The absence of divergences as ν  0 can be verified
as follows. If there is a divergence, then the main con-
tribution to the averages is made by short-wave fluctu-
ations. For these fluctuations, the term proportional νuxx

dominates in the equation of motion (1). Then, pertur-
bation theory could be applied to the nonlinear terms.
An analysis confirming the existence of a limit as ν  0
based on Wild’s diagram technique was carried out in
[13]. Note that, in the case under consideration, the
convergence of the renormalized diagrams of perturba-
tion theory at ν  0 implies that this theory is inap-
plicable. However, it must be stressed that ν cannot be
immediately set to zero. Indeed, shock waves, which
can be correctly described only with regard for the dis-
sipative term in Eq. (1), play a key role in the dynamics
of finite fluctuations. The approach used in [8] was
based on Lagrangian trajectories. For this reason, an
independent confirmation of the basic result of [8] is of
interest. Moreover, the approach used in [8] does not
yield preexponential coefficients in the expressions for
correlators. In the same paper, it was noted that the inte-
gral over fluctuations at the background of the optimal
profile (6) is not Gaussian; thus, the problem is not
reduced to the applications of the standard saddle point
method to functional integrals.

In this paper, we calculate complete asymptotic
expressions for the correlation functions (5) at
βX3/ 3t2 @ 1 in the framework of the approximation
whereby the effect of noise on the interval t is
neglected. We immediately note that the asymptotic
expressions obtained are in agreement with estimate
(8); they are also in complete agreement with the opti-

_ X t,( ) T X Y t, ,( ) S X Y ∆ t, , ,( ) βX3

3t2
---------– 

  .exp∼∼∼

βX
3
/t2

 @1,

ωk k3/2.∝

x2 νt( ) 1–
 @ βX3t 2– .
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mal fluctuation if it is assigned the following measure
in the functional space:

(9)

Here, –a0 is the first zero of the Airy function:

The measure is defined in the same way as in the calcu-
lus of instantons in quantum field theory [14]: the aver-
age of the product of the velocity field values is calcu-
lated by substituting the optimal profile (6) into it and
by multiplying the result by the Gibbs weight (7) and
by the measure Ω . It is seen from the expression for Ω
that fluctuations are small relative to (6); indeed, Ω
decreases with growing X3/t2. However, the depen-
dence of Ω on the saddle point parameter (βX3/t2)1/2 is
substantially nonanalytic. Such a behavior of the mea-
sure implies that it cannot be calculated using the qua-
dratic (in fluctuations) expansion of the effective
action.

The turbulence phenomenon for the Burgers equa-
tion with the initial distribution (3) for the case of corr-
elator decomposition was studied in [15, 16]. However,
only the simultaneous statistics, which does not exhibit
intermittency for the velocity field, was considered in
[15]. In the paper [16], the case t  ∞, which is oppo-
site to the case considered here, was studied. Moreover,
nosimultaneous and multipoint averages were not con-
sidered in [16]. We note that the intermittency of simul-
taneous structure functions of the velocity field caused
by discontinuous fluctuations was correctly described
in [15, 16]. It is also characteristic of the general state-
ment of the problem on the Burgers turbulence [2, 17–
19], which assumes that the length L of the external
noise correlation or the initial distribution of velocities
is considerably greater than the dissipation scale rd.
Moreover, the distances r for which the correlations are
analyzed are assumed to belong to the inertia interval;
i.e., rd ! r ! L.

2. CORRELATORS AT A SMALL
DIFFERENCE OF TIMES

We begin with the calculation of asymptotic expres-
sions for the function _(X, t) at βX3/t2 @ 1. Since the
averaging over the initial condition u0(x) is carried out
with the Gaussian weight (3), the correlator _ can be
written as

(10)

When calculating the variational derivative in (10), we
consider u(X, t) as a functional of the field u0(x). The
solution to the Cauchy problem for Eq. (1) is obtained

Ω βX3

t2
--------- 

 
1/3–

2Ai' a0–( )( ) 1– a0
βX3

t2
--------- 

 
1/3

– 
  .exp=

Ai a0–( ) 0.=

_ X t,( ) 1
2β
------ δu X t,( )

δu0 0( )
-------------------- .=
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
with the help of the well-known Cole–Hopf substitu-
tion such that

(11)

Here, –l and l1 are the coordinates of the remote end-
points of the interval occupied by the medium. Formula
(11) is valid for l, l1  ∞. In this limit, l and l1 do not
appear in the final expressions for the correlators,
although it is convenient to retain them in the process of
intermediate manipulations. The independence of _(X,
t) of l and l1 makes it possible to shift the interval end-
points as follows:

Using the translational invariance of the energy ^, we
replace u0(x) by u0(x – X). After these transformations,
taking the variational derivative, and differentiation
with respect to X in (10) and (11), the correlator takes
the simple form

(12)

Here,

(13)

The averaging 〈…〉  is performed as the functional inte-
gration with respect to $u0. Now, using formula (13),
we change the integration variable u0(z) for Φ(z). By
construction, Φ(z) satisfies the condition

(14)

Expressing ^ in terms of Φ as

(15)

and taking into account Eq. (12), we reduce the calcu-
lation of _(X, t) to the Feynman–Kac path integral

u X t,( ) 2ν∂X zF z X,( )d

l–

l1

∫ 
 
 

,ln–=

F z X,( ) z X–( )2

4tν
-------------------

1
2ν
------ u0 y( ) yd

l–

z

∫––
 
 
 

.exp=

l l1,–( ) l– X l1 X+,+( ).

_ X t,( ) 1
2β
------ F X 0,–( ) zF z 0,( )d

l–

l1

∫ 
 
 

1–

=

=  
1

2β
------ λ z

Φ z( )
2ν

------------– 
 expd

l–

l1

∫–
 
 
 

exp .d

0

∞

∫

Φ z( ) 2ν λ z2 X2–
2t

---------------- τu0 τ( ).d

X–

z

∫+ +ln–=

Φ X–( ) 2ν λ .ln–=

^ Φ[ ]

=  6 Φ[ ] 2β
t

------ l1Φ l1( ) lΦ l–( )+( )–
β

3t
2

------- l1
3

l3+( ),+

6 Φ[ ] x
Φd
xd

------- 
 

2 2
t
---Φ+

 
 
 

,d

l–

l1

∫=
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[20]. It follows from (14) that the integration with
respect to dλ removes the boundary condition imposed
on Φ(x) at the point x = –X, and the correlator _(X, t)
is expressed in terms of the matrix element of the
Euclidean quantum mechanics as

(16)

with the Hamiltonian

(17)

Unfortunately, we failed to find the basis diagonalizing

the operator  in a closed form. However, problem
(16), (17) admits an analytical solution for ν  0 and
βX3/t2 @ 1.

Indeed, for small ν, the axis Φ can be decomposed
into two domains such that one of the terms in U(Φ) is
dominant in each domain. In the leading approximation

with respect to ν, the eigenfunctions of  are easily
found:

(18)

(19)

Here, K0 is the elliptic Macdonald function. In (19), –an

such that an > 0 and an + 1 > an (n = 0, 1, …) form the
sequence of zeros of the Airy function: Ai(–an) = 0.
When calculating the average in Eq. (16), we have to
find the result of the action of the “evolution” operator

exp(–T ) on the initial state exp(αΦ). This state can-
not be normalized. Hence, an expansion in basis (19) is

_ X t,( )

β
3t2
-------– l1

3 l3+( )
 
 
 

exp

4νβ
----------------------------------------------

2βl1

t
----------Φ 

 exp=

× l1 X–( )Ĥ–( ) Φ
2ν
------– 

  l X+( )Ĥ–( )expexpexp

× 2βl
t

--------Φ 
 exp

Ĥ
1

4β
------ d2

dΦ2
----------– U Φ( ),+=

U Φ( ) 2β
t

------Φ Φ
2ν
------– 

  .exp+=

Ĥ

Ĥ

Ĥψn Φ( ) β
t2
--- 

  1/3

anψn Φ( ),=

ψn Φ( )

4ν 8β2

t
-------- 

 
1/2

K0 8ν β Φ
4ν
------– 

 exp 
  ,

Φ ν 1
ν
---,ln<

1
Ai' an–( )
-------------------- 8β2

t
-------- 

 
1/6

Ai
8β2

t
-------- 

 
1/3

Φ an– 
  ,

Φ ν 1
ν
---.ln>















=

Ĥ

JOURNAL OF EXPERIMENTAL 
either possible or not, depending on the relationship
between T and α. The values of α corresponding to the
boundary wave functions in Eq. (16) are large:

Then, the scalar product 〈ψn|exp(αΦ)〉  has the follow-
ing form up to terms that vanish as ν  0:

(20)

The following series for the function

(21)

is convergent:

(22)

At βX3/t2 @ 1, the sum in (22) is determined by the
contribution of the ground state. For the further consid-
erations, only the domain Φ < νln(1/ν), in which

(23)

is of importance.

A series for the state

(24)

which is similar to (22), is divergent. However, for
βX3/t2 @ 1, we can use the fact that the main part of the
function g(Φ, τ) for τ > X belongs to the domain where

α3t/β2
 @ 1.

cn α( ) ψn αΦ( )exp〈 〉 1
Ai' an–( )
-------------------- t

8β2
-------- 

  1/6

= =

× αan
t

8β2
-------- 

  1/3

α3 t

8β2
--------+ 

  .exp

f Φ X,( ) βl3

3t2
-------– 

  l X+( )Ĥ–( )expexp=

× 2βl
t

--------Φ 
 exp

f Φ X,( ) cn
2βl

t
-------- 

 
n

∑=

× βl3

3t2
-------– an

β
t2
--- 

  1/3

l X+( )– 
  ψn Φ( )exp

=  
1

Ai' an–( )
-------------------- an

β
t2
--- 

  1/3

X– 
  ψn Φ( ).exp

n

∑

f Φ X,( ) 4ν
Ai' a0–( )
-------------------- 8β2

t
-------- 

 
1/3

≈

× K0 8ν β Φ
4ν
------– 

 exp 
  a0

β
t2
--- 

  1/3

X– 
  ,exp

g Φ X,( )
βl1

3

3t2
-------–

 
 
 

l1 X–( )Ĥ–( )expexp=

×
2βl1

t
----------Φ 

  ,exp
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the linear term in U(Φ) is dominating. The correspond-
ing evolution problem is easily solved:

(25)

The behavior of g(Φ, X) for small and negative Φ can
be found using the substitution

(26)

The solution to the equation

(27)

for G with the boundary conditions (26) can be found,
for large τ, using the adiabatic expansion. In the leading
approximation, the right-hand side of equality (27) van-
ishes, and an explicit expression for G is easily found.
Then, the total function g(Φ, X) has the following form
in the principal order with respect to βX3/t2:

(28)

In the domain Φ < νln(1/ν), we may neglect the fact
that the index of the Macdonald function is different
from zero. The substitution of (28) and (23) into (16)
yields the final expression for the short-time asymptot-
ics of the second-order correlator for the velocity field:

(29)

We see that the correlator _(X, t) is indeed finite at
ν  0. Furthermore, it follows from (29) that the
integral over fluctuations in the vicinity of the opti-
mal profile (6) depends on the parameter of the the-
ory βX3/ t2; more precisely, it is proportional to
((βX3/t2)–1/3exp(–a0(βX3/t2)1/3) and cannot be obtained by
a Gaussian integration.

In the approximation that takes into account the
decomposition of correlators, the third-order correla-
tion function T(X, Y, t) (see (5)) is also expressed in
terms of the variational derivatives of the solution (11)
with respect to the initial field:

(30)

g0 Φ X,( ) 2βX
t

----------Φ βX3

3t2
---------– 

  .exp=

g Φ τ,( ) g0 Φ τ,( )G Φ τ,( ),=

G Φ +∞ τ,( ) 1, G Φ –∞ τ,( ) 0.

∂τG
1

4β
------∂Φ

2 τ
t
--∂Φ

Φ
2ν
------– 

 exp–+ 
  G=

g Φ X,( ) 8βνX
t
----=

× K8βνX /t 8 βν Φ
4ν
------– 

 exp 
  βX3

3t2
---------– 

  .exp

_ X t,( ) X/t( )2

2Ai' a0–( )
----------------------- βX3

t2
--------- 

 
1/3–

≈

× βX3

3t2
---------– a0

β
t2
--- 

  1/3

X– 
  .exp

T X Y t, ,( ) 1

4β2
-------- δ2u X t,( )

δu0 0( )δu0 Y( )
---------------------------------- .=
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
Manipulations similar to (12)–(15) yield the following
operator representation for T(X, Y, t):

(31)

For the functions f and g defined in (21) and (24), rep-
resentation (31) takes the form

(32)

It follows from (28) that, for βX3/t2 @ 1, the main con-
tribution to the integral with respect to dz1 is made by a
small neighborhood near the upper limit z1 = –X. Note
that the intermittency effect (8) manifests itself (at this
stage of the calculations) in that the function g(Φ, X)
cannot be resolved in the complete set of eigenfunc-
tions (19); for this reason, g(Φ, X) has the form (28). If
X – Y ~ X ~ Y, the matrix element in (32) is determined
by the contribution of the intermediate ground state ψ0
(the product of g(Φ, X) by exp(–Φ/2ν) can be resolved
in the basis (19)). In the integral with respect to dz2, the
domain –X + Y < z2 < 0 makes the major contribution.
Inside this domain, the dependence of the average in
(32) on z2 can be neglected. As a result, we obtain the
expression

(33)

which is in agreement with the fact that the initial pro-
file (6) is dominating.

T X Y t, ,( ) 1

16ν2β2
-----------------–=

× β
3t2
-------– l1

3 l3+( )
 
 
 

exp ∂X z1 z2d

Y X–

l1

∫d

l–

X–

∫

×
2βl1

t
----------Φ 

  l1 z1+( )Ĥ–( )-expexp

× Φ
2ν
------– 

  z2 z1–( )Ĥ–( )expexp

× Φ
2ν
------– 

  l z2–( )Ĥ–( )expexp
2βl

t
--------Φ 

 exp .

T X Y t, ,( ) –
∂X

16ν2β2
----------------- z1 z2d

l1–

Y– X+

∫d

X

l

∫=

× g Φ z1,( ) Φ
2ν
------– 

 exp

× z1 z2–( )Ĥ–( ) Φ
2ν
------– 

 expexp f Φ z2,( ) .

T X Y t, ,( ) X/t( )2

2Ai' a0–( )
----------------------- βX3

t2
--------- 

 
1/3– X Y–

t
-------------≈

× βX3

3t2
--------- a0

β
t2
--- 

  1/3

X–– 
  X Y–

t
-------------_ X t,( ),≈exp
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The scheme for the calculation of the fourth-order
correlation function

(34)

(35)

where X1 = X + ∆, is somewhat different from the cases
of the second- and third-order correlators. This is
explained by the fact that the expression to be averaged
includes both the combinations F(z, X1) and F(z, X).
The averages are reduced to path integrals by the
change

where nF(z) is the Fermi distribution

(36)

Unfortunately, closed expressions can be obtained only
for small ∆ ! X. However, ∆ remains much greater than
the dissipative scale: ∆2(νt)–1 @ 1. Formally, the small-
ness of ∆ allows us to replace the vertex exp(2β∆/t) by
1 in the operator representation of S(1) and S(2). As a
result, for the average S(1)(X, X1), we obtain

(37)

where

(38)

S X Y ∆ t, , ,( ) S 1( ) X X1,( ) S 2( ) X X1,( )+=

+ S 1( ) X1 X,( ) S 2( ) X1 X,( ),+

S 1( ) X X1,( ) 1

4β2
-------- δ2u X t,( )

δu0 0( )δu0 y( )
---------------------------------u X1 t,( ) ,=

S 2( ) X X1,( ) 1

4β2
-------- δu X t,( )

δu0 0( )
--------------------

δu X1t( )
δu0 y( )

------------------- ,=

Φ z( ) 2ν λ 2ν nF z µ–( )ln–ln–=

+ z2 X2–
2t

---------------- τu0 τ( ),d

X–

z

∫+

nF z( ) 1
∆

2νt
--------z 

 exp+
1–

.=

S 1( ) ∂X
∆

32β2ν3t2
---------------------+̂=

× f Φ ζ1,( ) Φ
2ν
------– 

  ζ1 ζ2–( )Ĥ–( )expexp

× Φ
2ν
------– 

  ζ2 ζ3–( )Ĥ–( )expexp

× Φ
2ν
------– 

 exp g Φ ζ3,( ) ,

+̂ z1 z2 z3 z3 ∆–( )d

l–

l1

∫d

l–

X–

∫d

Y X–

l1

∫=

× µnF µ z1–( )nF µ z2–( )nF z3 µ–( ),d

l–

l1

∫

JOURNAL OF EXPERIMENTAL
and {ζn} is a permutation of the integration variables
{zn} such that ζk < ζk + 1. (In effect, (37) is the matrix
element of the chronologically arranged product of
operators.)

Note that the integrand in (37) has a singularity as a
function of ζ3 – ζ2 as ν  0. Indeed, the matrix ele-
ments of the operator

at ζ3 – ζ2 ~ βν2/t are about ν–3 times greater than the val-
ues at the separation ζ3 – ζ2 ~ X. This singularity can be
singled out using the rule

(39)

The factor of order 1/ν is compensated in (37) by the
result of the integration over the domain µ > z3, which
has the order νt/∆. The contribution of the domain
z1, 2 < µ < z3, which has no singularities determined by
formula (39), is of order ∆ and is, therefore, insignifi-
cant. Finally, we have, for ∆ ! X,

(40)

The average S(2)(X, X1) is calculated similarly to the
third-order correlator T(X, Y, t); indeed, the identity

allows us to eliminate singularities of type (39):

(41)

S(1)(X1, X) and S(2)(X1, X) are calculated according to the
same scheme with the replacement ∆  –∆. The
result is such that these terms in (34) can be neglected
at ν  0. The total expression for the four-point cor-
relator is

(42)

which confirms, along with (29) and (33), that the ini-
tial fluctuation in (6) is a determining factor. It is also in
agreement with formula (9) for the measure of the fluc-
tuation.

Φ
2ν
------– 

  ζ3 ζ2–( )Ĥ–( ) Φ
2ν
------– 

 expexpexp

1
ν
--- Φ

2ν
------– 

  ζ3 ζ2–( )Ĥ–( ) Φ
2ν
------– 

 expexpexp

2β
t

------δ ζ3 ζ2–( ), ν 0.

S 1( ) X X1,( ) X Y–( )2

2t2
--------------------_ X t,( ).=

∂X

F z X,( ) zd

0

l1

∫

F z X,( ) zd

l–

l1

∫
--------------------------- ∂X

F z X,( ) zd

l–

0

∫

F z X,( ) zd

l–

l1

∫
---------------------------–=

S 2( ) X X1,( ) X2 Y2–

2t2
-----------------_ X t,( ).=

S X Y ∆ t, , ,( ) X X Y–( )
t2

----------------------_ X t,( ),≈
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3. CONCLUSIONS

The main results obtained in this paper are expres-
sions (29), (33), and (42). The exponential smallness of
the values of these correlation functions means that the
fluctuation that determines these functions occurs
rarely. The fact that the exponential parts of those
expressions coincide implies the uniqueness of this
fluctuation for various averages, i.e., the intermittency
phenomenon.

Strictly speaking, formulas (29), (33), and (42) per-
tain to the initial distribution (3), which corresponds to
the case when the correlators decompose. Returning to
problem (1), (2), we should estimate the role of the
noise ξ. For example, for the second-order correlator,
the base expression is

(43)

where the outer averaging is carried out over the initial
ensemble (3) and 〈…〉ξ denotes the average over the
noise ξ that acted on the time interval (0, t). If the noise
is taken into account in the framework of perturbation
theory against the background of the evolving profile
(6), then the correction in 〈u(X, t)〉ξ appears in the sec-
ond order and can be easily estimated from dimensional
considerations—the correlator 〈ξξ〉  is proportional to
the temperature β–1, which is reduced (without ν) to the
dimensionless form in a unique fashion. The additional
factor (βX3/t2)–1 thus obtained confirms the applicabil-
ity of expressions (29), (33), and (42) to solving the
Burgers equation with the Langevin-type pumping (2).
The viscosity that appears as a result of averaging over
the noise ξ is compensated by large values of the gradi-
ents of the field u(x, t) at the instant of shock formation
of the optimal fluctuation.

In conclusion, we make some remarks concerning
the conventional turbulent problem statement for the
Burgers equation. The main results obtained up to the
present time pertain to various asymptotic expressions
for simultaneous distribution functions of the gradient
of the velocity field ux and to the difference of velocities
u(r, t) – u(0, t) [21–25]. In this case, the problem is
reduced to finding an optimal fluctuation that deter-
mines the desired far [19, 21–23, 26] or intermediate
[18, 24, 25] asymptotics. The decisive role is played by
a large value of the argument of the distribution func-
tion or, which is the same, the number of the moment to
be calculated (see [27–29] for the discussion in a more
general context). The asymptotics of correlators (5)
studied in this paper are determined by a large (with
respect to the parameter βX3/t2) initial fluctuation of the
velocity field. For this reason, it would be interesting to
analyze this problem in the framework of the direct
instanton approach [19, 27–29].

It has already been mentioned that the intermittency
phenomenon is, in a certain sense, an inverse limiting
case with respect to the problems that are correctly
described by perturbation theory; hence, this phenome-

_ X t,( ) u 0 0,( ) u X t,( )〈 〉 ξ〈 〉 ,=
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
non is important for statistical physics as a whole. How-
ever, there are only few systems for which a consistent
analytical description of this phenomenon can be given.
In addition to the studies mentioned above, we also cite
the papers [30, 31] in which the problem of transport of
a passive scalar by a turbulent flow is solved for certain
limiting cases. From this point of view, explicit formu-
las for the asymptotics of correlation functions (5) and
measure (9) seem to be very illustrative.
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